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Recent work in ultra-low-power sensor platforms has enabled a number of new 
applications in medical, infrastructure, and environmental monitoring. Due to 
their limited energy storage volume, these sensors operate with long idle times 
and ultra-low standby power ranging from 10s of nW down to 100s of pW [1-2]. 
Since radio transmission is relatively expensive, even at the lowest reported 
power of 0.2mW [3], wireless communication between sensor nodes must be 
performed infrequently. Accurate measurement of the time interval between 
communication events (i.e. the synchronization cycle) is of great importance. 
Inaccuracy in the synchronization cycle time results in a longer period of 
uncertainty where sensor nodes are required to enable their radios to establish 
communication (Fig. 1), quickly making radio dominate the energy budget. 
Quartz crystal oscillators and CMOS harmonic oscillators exhibit very small 
sensitivity to supply voltage and temperature [4] but cannot be used in the 
target application space since they operate at very high frequencies and exhibit 
power consumption that is several orders of magnitude larger (>300nW) than 
the needed idle power. A gate-leakage based timer was proposed [5] that 
leveraged small gate leakage currents to achieve power consumption within the 
required budget (< 1nW). However, this timer incurs high RMS jitter (1400ppm) 
and temperature sensitivity (0.16%/ºC). A 150pW program-and-hold timer was 
proposed [6] to reduce temperature sensitivity but its drifting clock frequency 
limits its use for synchronization. The quality of a timer is not captured well by 
RMS jitter since it ignores the averaging of jitter over multiple timer clock 
periods in a single synchronization cycle. Instead, we propose the uncertainty in 
a single synchronization cycle of length T as new metric and use this 
synchronization uncertainty (SU) to evaluate different timer approaches.  The 
timer period is a random variable X(n), with mean and sigma, µ and σ. Given a 
synchronization cycle time T, consisting of N timer periods, we define SU as the 
standard deviation of T as given byඥT/µ ൈ σ, assuming X(n) is Gaussian. 
Note that a smaller clock period increases N and results in more averaging and 
a lower SU with fixed jitter (σ/µ). 
 
The timer in [5] has a high SU since it is triggered with a low gain Schmitt 
trigger and it has a long period (~10s). To combat this, we introduce: 1) a multi-
stage structure with a high-gain triggering buffer, 2) boosted capacitance 
charging, 3) the use of zero threshold voltage transistor (ZVT) for faster gate 
leakage discharge and 4) closed-loop temperature compensation to reduce 
temperature sensitivity. The structure of the proposed multi-stage gate-leakage 
based timer and its waveforms are shown in Fig. 1. In a stage, a load capacitor 
(CL) is charged with the combined gate leakage current of a ZVT and a PMOS 
transistor. As CL is charged, the output driving the next stage is triggered by a 
buffer stage, which shows higher gain than a traditional Schmitt trigger 
previously used [5]. This places the next stage in a charging state while the 
current stage discharges. At any given time, only one stage is in a charging 
state while all others discharge. This allows n-1 more discharging time than 
charging time in an n stage timer and increases the voltage swing on CL (Q[n]). 
Longer discharge time lowers the slope at node Q[n] at the end of discharging 
state (from -238mV/s to 20mV/s for n from 3 to 10), which makes the initial 
capacitor node voltage for next following charging stage less sensitive to 
uncertainty. Each stage has low and high supply voltage domains and the use 
of two voltage domains allows us to boost the gate-leakage current with a 
higher supply voltage which steepens the charging transition on Q[n] by 5× and 
reduces uncertainty at the triggering point (Fig. 1). 
 
We achieve temperature sensitivity compensation by exploiting the opposite 
temperature dependencies of gate leakage in ZVT and PMOS during the 
charging state as shown in Fig. 2. By using arrays of ZVT and PMOS 
transistors and selecting an appropriate combination of transistor sizes for 
charging, linear temperature dependency can be eliminated. This compensation 
scheme results in a residual second order dependency. To minimize the impact 
of this second order dependency, we propose an adaptive scheme in which, for 
each temperature range, a controller automatically selects a pre-stored 

transistor size configuration which minimizes the second order dependency (top 
left of Fig. 2 and Fig 5, left). The optimal configurations are determined and 
stored during post-silicon testing. Each time when the sensor node processor 
wakes up, it computes time by calculating the elapsed time using the stored 
period for proceeding configuration and the number of cycles during the last 
standby state. The transition between configurations occurs synchronously 
when the first stage starts a new charging state; this allows an exact period 
calculation and prevents noise injection during capacitor charging. Un-selected 
ZVTMOS transistors are driven to 400mV to minimize leakage by placing them 
in accumulation mode. 
 
A test chip was designed and fabricated in 0.13µm CMOS with the proposed 
multi-stage gate-leakage timer (MGT). Measured results in Fig. 3 show that as 
the number of stages increases, duty cycle (the ratio of charging time to timer 
period) decreases, increasing voltage swing and reducing jitter by up to 8.1×. 
Boosting of the charging gate-leakage current (Fig. 2) leads to higher jitter, 
particularly for low stage counts.  However, the key SU metric for an interval of 
1 hr is reduced by 3× due to the shorter clock period, which enhances statistical 
averaging. Together with multi-staging and boosted charging, SU is reduced by 
3.6×. With small stage counts (<5) power consumption increases. This is due to 
the higher average node voltage of Q[n] resulting in higher leakage current for 
the triggering buffer (Fig. 4). With high stage counts (>7), power increases due 
to static leakage of added stages. A proposed MGT with 9 stages was tested 
for 24 hours allowing us to compute the SU for a large number of 
synchronization intervals. We also tested a baseline 3-stage MGT without 
boosted charging or ZVT transistors. The SU distribution had expected value of 
196ms for 1 hour synchronization intervals.  It also shows that the proposed 
timer reduced the expected SU by 4.1× compared to the baseline. Since the 
period of the timer is not truly Gaussian, the measured SU was larger than the 
theoretical calculation based on jitter. Power supply sensitivity was 0.42%/mV 
from 650mV to 750mV for low supply and was 0.49%/mV from 1.15V to 1.25V 
for high supply. This necessitates the voltage regulation using an ultra-low 
power voltage reference such as the one proposed in [7]. 
 
The period of the temperature compensated MGT for -20-60ºC with selected 
configurations is shown in Fig. 5. A five configuration scheme and its 
temperature range is shown as an example (Fig. 5, left). For each configuration, 
period deviation as a function of temperature is shown and worst period 
deviation was 0.28% (Fig. 5, top right). With a single configuration, the 
maximum deviation in period over -20-60ºC was 3% while the use of 10 
configurations reduced this to 0.25%, giving an effective temperature sensitivity 
of 31ppm/ºC. Measured results from a closed loop, temperature compensated 
MGT is shown in Fig. 6 when the temperature oscillates between 20 and 30ºC. 
The closed loop temperature compensation reduces SU by 4.8×. A second test 
chip where the proposed closed loop temperature compensation was 
implemented on-die was also tested and Fig 6, top left, shows how the 
configurations track with temperature. 
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Figure 2.7.1: Circuit diagram of multi-stage gate-leakage-based timer 
(bottom left) and simulated waveform showing effect of multi-stage and 
boosted charging (bottom right). 

Figure 2.7.2: Circuit diagram of temperature compensated timer (right) and 
its controller (top left). Compensation is realized by exploiting opposite 
temperature dependency of ZVTMOS and PMOS gate leakage current as 
shown in simulated data (bottom left). 

Figure 2.7.3: Measured results shows that, with larger number of stages, 
duty cycle decreases (top left) and jitter is reduced (top right). With 
boosted charging, uncertainty is reduced by 3× (bottom left). 

Figure 2.7.4: Measured power and uncertainty trade-off (top left) and a 
continuous 24-hour measurement (top right). Synchronization uncertainty 
(SU) distribution for 1 hour measurement (bottom left) and uncertainty 
reduction was 4.1× (bottom right). 

Figure 2.7.5: Period of temperature compensated timer with selected 
configurations (left) and period vs. temperature deviation for selected 
configurations (top right). Maximum period variation for -20°C to 60°C 
range decreases with use of more configurations (bottom right). 

Figure 2.7.6: Closed loop control of temperature compensated timer (top 
left) and accumulated time measurement error with given temperature 
profile (top right). Synchronization uncertainty distribution (bottom left) 
and comparison with other works (bottom right). 

 


