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Abstract— In this paper, approximate SRAMs are explored
in the context of error-tolerant applications, in which energy
is saved at the cost of the occurrence of read/write errors
(i.e., signal quality degradation). This analysis investigates
variation-resilient techniques that enable dynamic management
of the energy-quality tradeoff down to the bit level. In these
techniques, the different impacts of errors on quality at different
bit positions are explicitly considered as key enabler of energy
savings that are far larger than a simple voltage scaling. The
analysis is based on the experimental results in an energy-quality
scalable 28-nm SRAM and the extrapolation to a wide range of
conditions through the models that combine the individual energy
contributions. Results show that the joint adoption of multiple
bit-level techniques provides substantially larger energy gains
than individual techniques. Compared with the simple voltage
scaling at isoquality, the joint adoption of these techniques can
provide more than 2× energy reduction at negligible area penalty.
Energy savings turn out to be highly sensitive to the choice of
joint techniques, thus showing the crucial importance of dynamic
energy-quality management in approximate SRAMs.

Index Terms— Approximate computing, energy-quality
tradeoff, error tolerant, near threshold, SRAM, ultralow-power
processing, voltage overscaling.

I. INTRODUCTION

IN THE last years, the approximate computing design
paradigm has been investigated in the context of error-

tolerant applications [1]–[9]. Such applications can tolerate a
certain bit error rate (BER) without severely compromising the
correctness of the overall computation or the user experience.
The related applications have become predominant with the
advent of cloud/mobile computing, e.g., multimedia, big
data, Web search, computer vision, machine learning, sensor
fusion, and augmented reality [1], [10]. Approximations are
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inherent in most image, audio, and video lossy compression
algorithms [11], and introducing approximation at the
hardware level can extend the energy/performance benefits
that are achieved when the quality requirements are relaxed.

Due to their nature, error-tolerant applications allow a more
aggressive supply voltage (VDD) scaling, compared with the
error-free applications where errors are strictly prohibited.
However, when VDD scales down, the impact of process
variations becomes heavier, and the SRAM BER increases
ungracefully (exponentially) at voltages below the minimum
operating voltage Vmin [1]–[10]. Hence, very limited voltage
and energy reduction are actually possible under practical
quality targets [12], [13]. At the system level, the ungraceful
quality degradation is an even more crucial limit, as the SRAM
typically limits the overall minimum voltage [14]–[20].

In general, the impact of errors on quality is different for
different bit positions. For example, the quality of the user
experience in multimedia applications is mainly defined by the
most significant bits (MSBs) [21]–[26]. This is true also for a
very wide range of applications, such as big data, multimedia,
machine learning, and several others [27]. In SRAMs, this
observation has been exploited by: 1) storing MSBs in more
robust bitcells (i.e., larger transistor size/count and supply
voltage), while saving area and/or energy in LSBs by using
bitcells with a smaller footprint [21]–[23]; 2) suppressing part
of their error correcting code (ECC) bits [24]; and 3) lowering
their supply voltage [26]. Unfortunately, the first and second
classes of approximate SRAMs set a fixed energy-quality
tradeoff at design time [21]–[24], and are, hence, unable to
dynamically track the time-varying quality requirement and
correspondingly minimize the energy [1]–[10]. These tech-
niques require costly bitcell redesign and manual array reor-
ganization. In addition, none of these three classes addresses
the fundamental issue of the ungraceful quality degradation
at low voltages and the resulting limit to true energy savings.
The first SRAM with dynamic error-quality management and
graceful quality degradation was proposed in [12]. Selective
techniques were introduced to enable dynamic management of
the energy-quality tradeoff down to the bit level. The ability
to improve the resiliency of a dynamically adjustable number
of bits permits to: 1) achieve graceful quality degradation at
low VDD; 2) limit the energy cost of improved resiliency for
a given quality; and 3) enable more aggressive voltage/energy
scaling for quadratic energy reduction [12].

This paper presents a wide exploration of several selective
bit-level techniques to manage the energy-quality tradeoff,
through energy-quality models that are solidly based on
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measurements of a 28-nm SRAM testchip [12]. As a main
contribution, this paper provides: 1) an insight into the energy
gains of each technique under a wide range of conditions
(e.g., voltage, bank size, and word size), providing justifica-
tion to trends and technology-independent results whenever
possible; 2) a wider comparison that includes five bit-level
techniques; 3) the investigation of the impact of ECC code
on the energy-quality tradeoff; and 4) the first investigation
of the joint adoption of multiple bit-level techniques and their
interaction.

This paper is organized as follows. Section II describes
the BER-quality relationship in error-tolerant SRAMs.
Sections III–V deal with the individual selective techniques
to manage the energy-quality tradeoff. The joint adoption of
these techniques is explored in Section VI, and its dynamic
adjustment is discussed in Section VII. Conclusions are drawn
in Section VIII. The Appendix provides details on the analysis
methods.

II. ERROR-TOLERANT SRAMs: ERRORS AND QUALITY

SRAM bitcell read/write errors are mainly determined by
the inadequate bitcell read margin (RM) and write mar-
gin (WM) [14]. Although these contributions appear to be
random across different dice, they repeatedly have the same
effect in a given die.1 Since variations affect RM and WM in
an opposite way, the process corner defines the critical margin
between the two: the slow–fast (SF) corner makes the bitcell
write critical (i.e., inadequate WM is responsible for nearly
all bitcell failures), whereas the fast–slow corner makes the
read critical. Adequately robust operation is required at both
corners to keep write and read failures under control.

Under traditional SRAM designs, no differentiation is made
across bitcells, and failures occur uniformly within the array.
When VDD is scaled down, the process variations degrade both
WM and RM, thus determining the well-known exponential
increase in the read and write BERs at lower voltages, which
ultimately results in a very ungraceful quality degradation at
low voltages [21]–[25]. Although the quality is qualitatively
related to the BER, their relationship strongly depends on the
application and the data representation. In image and video
processing, a widely used metric is the peak signal-to-noise
ratio (PSNR), which is defined as the ratio of the largest pixel
value and the rms error [29]. This metric retains the meaning
of SNR even when used in other applications.2 Accordingly,
PSNR will be used as a quality metric for the following
examples in the image/video processing domain, although it
actually quantifies the impact of failures in a much broader
range of applications. Fig. 1 shows the measured dependence
of PSNR on BER for the realized 28-nm SRAM testchip [12].
Practical PSNR targets are in the order of 25–30 dB or

1This paper ignores other sources of bit failures that are occasional
(e.g., soft errors) or random (e.g., erratic bits) in a specific die, as their
error rates are negligible compared with those encountered in error-tolerant
applications [28].

2In the definition of PSNR, the failures are treated as noise. In applications
different from image/video processing, the only difference is that the pixel
is replaced by a string of bits that quantify the information of interest
(e.g., a sample in signal processing). By definition, the higher values of PSNR
correspond to higher quality.

Fig. 1. Measured BER and resulting PSNR versus VDD
(SF corner, 22 °C) [12].

Fig. 2. Schematic of the selective bitline precharge enabling the bit dropping
technique [circuit details on SNBB are also shown (see Section IV for
details)].

higher [25], [29]. Our analysis shows that the measured PSNR
is highly consistent across all image benchmarks in [30], with
a maximum deviation of only 0.6 dB (and 0.3 dB on average),
thus confirming the suitability of PSNR as a representative and
general metric.

III. LSB DROPPING AND DUAL-VDD TECHNIQUES

UNDER VOLTAGE SCALING

In this section, LSB dropping and dual-VDD techniques
are explored to reduce energy when lower bit precision is
acceptable. Bit dropping consists in disabling the bitlines
corresponding to a given number of LSBs, to linearly reduce
the energy at reduced quality. This is different from the
dual-VDD scheme in [26], where the LSBs are instead powered
at lower supply voltage, rather than being dropped. At the
circuit level, bit dropping is implemented within the bitline
precharge circuit, as shown in Fig. 2. The drop signal disables
the precharge circuit during read and write operations, thus
saving dynamic energy. Fig. 3 shows the PSNR versus the
number of dropped LSBs, based on measurements on the
testchip for video processing in [12] and the analysis method-
ology in the Appendix, assuming that the 32-bit SRAM word
comprises four 8-bit pixels. From Fig. 3, the quality of the
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Fig. 3. Measured PSNR for bit dropping and dual-VDD scheme [26]
versus number of dropped/low-VDD LSBs at VDD = 0.8 V (write-critical
corner, 22 °C, VDD = 0.5 V for low-VDD LSBs in dual-VDD scheme).

Fig. 4. Measured energy-quality tradeoff for pure voltage scaling and bit
dropping technique (22 °C). (a) Read-critical corner. (b) Write-critical corner.

dual-VDD scheme in [26] is approximately the same as bit
dropping, as expected from the ungraceful BER increase in
LSBs at lower voltages, which makes LSBs mostly incorrect,
which is indeed equivalent to the case of their complete
suppression. From Fig. 3, the quality decays by 6 dB for each
additional dropped bit, as expected from the quantization noise
theory3 [32].

The above results clearly show that the LSB dropping is a
more energywise approach, since it completely eliminates the

3LSB dropping is equivalent to degrading resolution by one bit, increasing
the quantization noise and degrading the SNR by 6 dB/bit [32].

energy associated with dropped bitlines at very similar quality
as in [26]. The circuit implementation of LSB dropping is
very simple and has negligible area cost, as it simply needs
to precharge both bitlines to zero, when the corresponding bit
needs to be dropped. Instead, the scheme in [26] requires the
insertion of buffers in the intermediate sections of wordlines,
which increases the memory area, makes it harder to maintain
regularity, and gives rise to reliability issues. From the point of
view of the energy-quality tradeoff, LSB dropping is equally
effective at any corner, as it simply reduces the activity and,
hence, the energy associated with the corresponding bitlines,
regardless of voltage and process variations.

Fig. 4(a) and (b) shows the energy-quality tradeoff under
joint bit dropping and voltage scaling for read- and write-
critical corners, respectively. In this case, the quality is
degraded due to the loss of information on the dropped
LSBs and the bitcell failures at low voltage. The former
contribution dominates at higher voltages [0.75 V or more
in Fig. 4(a) and (b)], and the PSNR, hence, saturates to a
value that decreases when a larger number of bits is dropped.
On the other hand, at lower voltages, the bitcell failures
dominate and the PSNR is further reduced. By the definition
of PSNR, the absolute value at which it saturates at higher
voltages depends on the specific data set considered (e.g.,
image and frame). However, the distance between the value
at which PSNR saturates at different numbers of dropped bits
is independent of the specific data set. More specifically, an
increase in the number of dropped bits by one reduces the
effective resolution by one bit, thus degrading the SNR due
to quantization (hence, PSNR) by 6 dB, as expected from
the quantization noise theory [32]. All PSNR-energy values
have been measured at the maximum operating frequency,
thus the failures are due to degraded cell margins, and not to
timing failures. It is worth noting that the PSNR is calculated
with respect to the original reference image, that is quantized
with 8-bit per pixel, hence, when no error occurs, the PSNR
assumes an infinite value by definition.

From a design standpoint, the number of dropped bits needs
to be set to minimize the energy while achieving the targeted
quality. On this respect, let us compare the energy-quality
curves of two arbitrary configurations that drop i and (i − 1)
LSBs in Fig. 4(a) and (b), under the same VDD. Here, i is
assumed to be small enough to make the targeted PSNR
achievable, i.e., the quality under i dropped bits saturates at
a PSNR that is larger than the targeted one [clearly, the same
holds for the case of (i − 1) dropped bits, as the quality
saturates at even larger PSNR]. Due to the above discussed
quality saturation (i.e., energy vertical asymptote), the curve
with i dropped bits is more energy efficient for PSNR lower
than its saturation value, compared with the configuration
with (i − 1) dropped bits. For example, dropping four bits
is more energy efficient than dropping three or less bits for
PSNR <32 dB.

Once the number of dropped bits is set, the voltage scaling
enables further energy reduction, which in Fig. 4(a) and (b)
is, respectively, up to 1.28× and 1.5× for the read- and write-
critical corners, for practical quality targets of 30 dB and
higher.
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Fig. 5. Measured energy-PSNR tradeoff under SNBB (write-critical
corner, 22 °C, −130 mV NBB voltage) and SECC Hamming(15, 11).

From the same figures, the minimum energy point is slightly
affected by the bit dropping. Indeed, the minimum energy
under pure voltage scaling is obtained at VDD,min = 0.55 V,
whereas it is obtained at 0.6 V when three or more LSBs are
dropped.

Finally, the energy savings associated with bit dropping
are essentially proportional to the number of dropped bits,
regardless of the array size and the word length. Hence, the
latter two parameters do not affect the above presented results.

IV. SELECTIVE ASSIST UNDER VOLTAGE SCALING

LSB dropping achieves linear energy reduction by reducing
the effective resolution of the stored data. More substantial
energy savings (e.g., quadratic) require aggressive VDD
reduction, which in turn is severely limited by the ungraceful
quality degradation at low voltages. To make such degradation
graceful, the traditional variation-resilient (assist) techniques
can be unconventionally used to improve the robustness of
an adjustable number of MSBs (as set by the quality target),
leaving LSBs unprotected to minimize the assist energy
cost [12]. The ultimate goal of this approach is to make the
energy-quality tradeoff more favorable when a chip is skewed
toward the write-critical process corner. In the following,
we will consider negative bitline boosting (NBB) as a
representative example of the write-assist technique. Any other
column-based assist technique is suitable for the same purpose.

In NBB, a strong zero is written on the bitcell by setting the
corresponding bitline voltage to a negative voltage −�V boost
instead of ground [33], thus improving the write-ability of the
bitcell. Only two additional transistors per column are needed
in the precharge circuit to select either ground or −�V boost
voltage, which is provided off-chip for simplicity,4 as depicted
in Fig. 2. In columns, where NBB is activated, the write energy
per bitline is increased by a factor [(VDD + �Vboost)/VDD]2,

4An on-chip implementation would slightly increase the energy entailed by
NBB, due to the nonideal efficiency of the boosting circuitry. In this case,
the proposed selective techniques would exhibit an even larger advantage,
as a more pronounced energy reduction would be allowed by the selective
suppression of NBB in LSBs.

Fig. 6. Net energy saving of SNBB versus simple voltage scaling for different
SRAM sizes (simulation, SF corner, VDD = 0.55 V, T = 22 °C).

due to the increase in the bitline voltage swing. In the fol-
lowing, the notation boost[i − j ] indicates that selective NBB
(SNBB) is enabled for the columns i . . . j . As an example, the
boosting voltage that is required to ensure a given BER target
at VDD = 0.5 V is shown in Table I. The latter shows that the
BER improves very rapidly when increasing �V boost, and the
values of �V boost that cover practical BER targets are in the
range of 100–150 mV.

From the above considerations, the SNBB permits to reduce
the energy cost of NBB, by restricting it to a fraction of the bit
positions. This provides significant energy savings compared
with a traditional approach, where errors are equally prevented
at all bit positions, as discussed.

A. SNBB Under Voltage Scaling

The measured energy-PSNR tradeoff obtained under SNBB
is plotted in Fig. 5 [12]. Being a write-assist technique,
SNBB is effective at the write-critical corner, and irrelevant
at the read-critical corner (the related curves are omitted
accordingly). The quality improves when increasing the
number of boosted columns for a given VDD, thus permitting
to further reduce VDD (i.e., energy) for a given quality target.
The net energy saving comes from the difference of the
energy reduction due to the decrease in VDD and the additional
energy spent for bitline boosting. As an example, in Fig. 5,
the boost[7-4] configuration reduces energy (voltage) by up
to 1.54× (from 0.75 down to 0.55 V) compared with a pure
voltage scaling at isoquality. Other SNBB schemes offer
different energy/quality tradeoffs. For low values of PSNR
around 25–30 dB, boost[7-6] is the most energy-efficient con-
figuration, with an energy saving over a pure voltage scaling
of 1.31×. At higher PSNR (∼45 dB), boost[7-2] turns out to
be the most energy efficient, with an energy saving of 1.5×.

Observe that the pure voltage scaling exhibits a minimum
energy point that is placed at impractically low-quality targets,
and is, hence, unreachable in practical cases. Instead, the
minimum energy point under SNBB is always within practical
quality targets. From Fig. 5, the energy-quality curves under
SNBB are similar, as they essentially differ for a rigid shift to
the left, for schemes with a lower number of boosted bitlines.
A left-shift by ∼6 dB is observed when the number of boosted




