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Abstract—In this paper, we present a deep subthreshold 6-T
SRAM, which was fabricated in an industrial 0.13 m CMOS
technology. We first use detailed simulations to explore the chal-
lenges of ultra-low-voltage memory design with a specific emphasis
on the implications of variability. We then propose a single-ended
6-T SRAM design with a gated-feedback write-assist that remains
robust deep in the subthreshold regime. Measurements of a test
chip show that the proposed memory architecture functions from
1.2 V down to 193 mV and provides a 36% improvement in energy
consumption over the previously proposed multiplexer-based
subthreshold SRAM designs while using only half the area. Ad-
justable footers and headers are introduced, as well as body bias
techniques to extend voltage scaling limits.

Index Terms—Low voltage, subthreshold, variation-tolerant
SRAM.

I. INTRODUCTION

S UBTHRESHOLD operation holds promise for ultra-low-
energy operation in emerging applications such as envi-

ronmental and biomedical sensing and supply chain manage-
ment. In addition to sensor-based applications, subthreshold op-
eration is attractive for mid- to high-performance applications
where power has become a limiting constraint. Highly parallel
near-threshold or subthreshold systems can eliminate the per-
formance penalty associated with low-voltage operation while
also leveraging the energy benefits [1]. The design of robust,
high-density subthreshold SRAM will play a pivotal role in de-
termining the viability of these systems.

Subthreshold operation has been strongly motivated by pre-
vious work. It was shown in [2], [3] that there exists an energy
optimal supply voltage for CMOS digital circuits which typi-
cally resides in the subthreshold regime. Fig. 1 shows the sim-
ulated energy consumption of an inverter chain in a 0.13 m
technology with a threshold voltage of 0.4 V, where en-
ergy is defined as the power delay product. In the superthreshold
regime [Fig. 1(a)], the active energy consumption, , scales
down quadratically with supply voltage. In this region, active
energy (left axis) dominates leakage energy (right axis). Due
to the dominance of , it is always beneficial to scale down
supply voltage in this regime. However, this is no longer the case
when drops below , as shown in Fig. 1(b). The quantity
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Fig. 1. Illustration of energy optimal voltage for an inverter chain.

continues to scale quadratically, but rises quickly due
to exponentially increasing delay, creating a minimum energy
voltage, . From an energy perspective, it is not advanta-
geous to operate a digital circuit below . The location of

was shown in [2], [3] to be dependent on the balance be-
tween and , which is a strong function of switching
activity in the circuit under test. For typical circuit topologies
and switching activity rates, the balance between and
usually occurs in the subthreshold regime, making subthreshold
operation optimal [2], [3], [6], [8]. Digital logic has been shown
to operate correctly at 200 mV in previous work [4], [6], [8],
suggesting that operation at is feasible.

However, the design of robust and dense memories becomes
challenging at low voltages. Mismatch induced by process
variability, in particular, is problematic for low-voltage SRAM
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Fig. 2. On/off current ratio as a function of supply voltage. The inset shows
contention between read current and bitline leakage during a read operation.

design and creates serious questions about the viability of
large-scale subthreshold systems with dense SRAM. In this
work we explore the challenges of subthreshold memory
design and propose a dense, low energy 6-T cell that effec-
tively combats variability. Our proposed cell, which uses a
single-ended cell with gated-feedback write-assist as well as
transistor upsizing to fight variability, is capable of operating
below 200 mV. We begin in Section II with an in-depth dis-
cussion of the challenges facing low-voltage SRAM designers
as well as an overview of previously proposed solutions. In
Section III, we discuss our proposed SRAM design, which
has been implemented in a 0.13 m technology. We present
extensive measurements of the proposed SRAM in Section IV.

II. LOW-VOLTAGE SRAM CHALLENGES

The design of robust low-voltage SRAM is extremely chal-
lenging and has been the subject of intense study recently [7],
[11]–[15]. In this section, we introduce the key challenges in
low-voltage memory design. Our proposed solution to these
challenges will be described in the next section.

A. On-Current to Off-Current Ratio

The dramatic reduction in the on-current to off-current ratio
observed in the near- threshold and subthreshold re-

gions is one of the most fundamental challenges facing low-
voltage memory designers. Fig. 2 shows for NFET and
PFET transistors in a 0.13 m technology. The ratio ,
which goes as low as 240 for the NFET at 200 mV, determines
the theoretical upper bound of the number of cells sharing one
bitline. When this ratio is small, it becomes difficult to distin-
guish between the read current of the accessed cell and the cu-
mulative leakage current of unaccessed cells (inset in Fig. 2).
Note that the data in Fig. 2 represent nominal conditions. Under
process variation, for an NFET at 200 mV can be as
low as 190 at the 99.5% confidence point, forcing the use of
very small bitlines.

B. Sizing Constraints

The second challenge facing low-voltage memory designers
is a change in gate sizing requirements. Recall that subthreshold
current is exponentially dependent on , so any skew between

Fig. 3. Identically sized NFET and PFET on-current ratio as a function of
supply voltage.

the nominal threshold voltages of PFET and NFET devices
(which is highly technology dependent) can lead to dramatic
shifts in the ratio at low voltages. The read stability and
write stability of a conventional 6-T SRAM cell are heavily
dependent on the relative strengths of the pull-up, pull-down
and pass transistor devices. The skewed ratios observed at
low voltage may therefore lead to an unstable memory cell
in addition to unfavorable timing. Fig. 3 shows the simulated

ratio as a function of supply voltage. In this technology,
the ratio rises considerably when drops from 1.2 V to
0.2 V. For robust operation at low voltage, it is important to
account for changing device sizing requirements. It has also
been noted in recent work that transistors exhibit strong reverse
short-channel effects (RSCE) in the subthreshold regime [6],
[14] due to reduced drain-induced barrier lowering (DIBL).
Larger than minimum channel length access transistors [14]
therefore may lead to stronger (rather than weaker, as in typical
superthreshold operation) transistors, greatly changing the
memory cell ratio. However, as we will see in the next section,
sizing transistors to meet nominal ratio requirements can be
ineffective due to the impact of variations.

C. Variability

The final, and arguably most important, challenge in low-
voltage SRAM design is the heightened sensitivity to process,
voltage, and temperature variations. Due to the exponential de-
pendence of drive current on , , and temperature, even
small variations lead to large fluctuations in transistor drive cur-
rent. Mismatch between the cross-coupled inverters is partic-
ularly concerning since it can lead to widespread functional
failure.

In general, variability can be grouped into two classes: global
and random. Global variability is shared among all devices and
is therefore not a significant threat to functionality. It is instead
a threat to parametric yield in terms of energy and delay. Global
variation typically comes in the form of chip-wide variations in

or global fluctuations in temperature. Random variability
does pose a significant threat for SRAM designers, however,
since it introduces mismatch between the cross-coupled in-
verters. There are two dominant sources of random variability
in a typical technology: gate length and . Gate length
variations arise from irregularities during the lithography
process [16] and induce variation in superthreshold devices
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Fig. 4. 3��� of � due to different variation sources over a wide range of � , showing the dominance of RDF in subthreshold operation.

due to short channel effects. Variations in are also caused by
random variations in both number of dopants and the positions
of those dopants in the channel. These variations are typically
called random dopant fluctuations (RDF) and are known to
exhibit an inverse dependence on the square root of gate area
[10]. Fig. 4 shows simulated on-current variation due to random
doping and variation for two different NFET and PFET
sizes in a 0.13 m technology. At high voltage, the relative
importance of gate length and doping variations are compa-
rable. As the voltage reduces, the relative importance of doping
variations grows. Note that channel length variation induces
variations due to DIBL. Since DIBL becomes less pronounced
at low voltages, the magnitude of variation arising from
channel length uncertainty rapidly falls off as reduces.
However, since at low voltages becomes more sensitive to

fluctuations (exponentially dependent in the subthreshold
region), the net result is that variation due to DIBL remains
roughly constant. On the other hand, the uncertainty in due
to RDF is independent of and solely a function of channel
area [10]. Therefore, variation resulting from RDF becomes
the dominating component as nears as shown in Fig. 4.
Note that the total current variation reduces dramatically when
the gate width is increased from 0.3 m to 3 m.

The device-level implications of RDF-induced variations
are clear, but it is important to relate these problems to changes
at the circuit level. Mismatch between the relative strengths of
feed-forward and feed-back inverters can lead to dramatic re-
ductions in noise margins. To investigate the implications of
mismatch, we run Monte Carlo simulations with 1000 trials on
a minimum size SRAM cell. Both global and random variations
in and are modeled using normal distributions. Fig. 5

shows the variation in low hold noise margins for the simulated
SRAM cell at 0.3 V and 1.2 V. The mean noise margin reduces

Fig. 5. Variation in hold noise margins in superthreshold (1.2 V) and sub-
threshold (0.3 V) regions.

from 30% of at 1.2 V to 25% of at 0.3 V. This reduction
in noise margins is not as alarming as the 3.4X increase in
variability as measured by .

Maintaining a balance between read and write requirements is
also very difficult at low under random variability [17].
In a typical 6-T SRAM cell, this balance is typically achieved
by sizing the pull-down, pull-up and pass transistors to achieve
desired relative strength ratios while also meeting density re-
quirements. Given the exponential sensitivity of subthreshold
current to , it is impractical to rely on sizing ratios with linear
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Fig. 6. Minimum sensible voltage for a sense amplifier.

Fig. 7. 3� hold noise margins for different cell areas at 0.3 V. All transistor
sizes in the cell are multiplied by an identical scaling factor.

sensitivities to achieve balanced read and write characteristics.
Rather, alternative cell topologies must be used to decouple read
and write requirements. Several such topologies, along with our
own proposal, will be discussed in subsequent sections.

Until now, the discussion in this paper has focused entirely on
bitcell design. Traditional differential 6-T SRAM also requires
a sense amplifier (SA) for readout. SA design is complicated
at low voltages, especially when considering variability. Due to
the differential nature of SA operation, the SA is particularly
susceptible to mismatch introduced by random RDF-induced

variations. To examine this further, we run Monte Carlo
SPICE simulations with 1000 trials on the sense amplifier shown
on the inset in Fig. 6. The minimum DC voltage required at
the bitline (BL) inputs to ensure proper output switching across
99% of the trials is plotted as a function of in Fig. 6. The
minimum sensible voltage increases from 20% of at 1.2 V
to 59% of at 0.3 V. This increase in relative sensible voltage
translates to a dramatic increase in read delay with reduced
(relative to nominal inverter delay).

Given the gate area dependence of RDF, the simplest solution
to the variability problem is to use larger gate sizes. We again
conduct Monte Carlo simulations using the methodology origi-
nally highlighted in Fig. 5. Fig. 7 shows the simulated variation
in hold SNM (as measured by ) for different 6-T SRAM cell

sizes at 0.3 V. For every point along the horizontal axis, the size
of each transistor in the SRAM cell is multiplied by the same
factor. At 0.3 V, the transistor sizes must be increased by 6.5X
in order to achieve noise margin variation equal to that observed
at 1.2 V (relative to ). Larger gate sizes may be similarly used
to improve SA reliability. The use of increased gate sizes leads
to obvious array density problems, so it is important for sub-
threshold SRAM designers to be aware of the trade-offs between
robustness and cell area. Furthermore, designers must simulate
extensively at the intended operating voltage since these trade-
offs will change with .

In addition to simulation-driven transistor sizing, variation-
tolerant subthreshold SRAM design will require circuit inno-
vations. We explore several previously proposed circuit solu-
tions in Section II-D before presenting our proposed solution in
Section III.

D. Previous Solutions

To this point we have focused our discussion on the tradi-
tional 6-T SRAM cell. A number of alternative cell architectures
have been proposed recently to help cope with the problems
discussed in this section. One of the first attempts at sub-
threshold memory design used latch-based memory cells with
multiplexer (mux)-based decoders [4]. This design remains
functional below 200 mV but has unacceptable density and
performance characteristics for commercial applications. Fur-
thermore, the prohibitive area implies substantial switching
capacitance and leakage current, thus minimizing the energy
savings. An 8-T cell with a 2-T read buffer was shown to be
functional in the near- subthreshold regime in [11], [12]. The
extra transistors isolate memory cells from the read bitline
to improve read stability and decouple the read and write
requirements. The authors of [7] proposed a 10-T cell with a
4-transistor read buffer that remained functional with the supply
voltage as low as 380 mV. More recent work has also expanded
upon both of these designs with interesting techniques for
improving robustness [13], [14]. However, all of the past work
has relied on the addition of transistors to the traditional 6-T
cell. In the next two sections we discuss the design and test of
a subthreshold SRAM cell that uses only 6 transistors.

III. PROPOSED DESIGN

In order to address the challenges covered in the last sec-
tion, we propose a new 6-T memory cell design [15] targeting
low-voltage operation. The schematic and layout of the memory
cell are shown in Fig. 8. Instead of using the traditional differ-
ential structure, we employ a single-ended cell with a full trans-
mission gate at one side. The penalty of having one additional
wordline (WL_) is offset by the elimination of the second bit-
line. One clear advantage of this design is that the bitline can be
driven from rail to rail, eliminating the need for a sense ampli-
fier (which can lead to density and variability problems in dif-
ferential designs). Furthermore, noise during a read operation is
isolated to the single bitline, making single-ended design inher-
ently more robust to read upsets than conventional differential
design. To recover lost write margins, we gate the supply voltage
on the feedback inverter during the write operation. The use of
the single-ended cell in combination with the gated-feedback
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Fig. 8. Proposed SRAM cell design.

write-assist effectively decouples the read and write operations,
enabling balanced read and write margins in the face of high
variability at low voltage.

The use of increased gate sizes to fight RDF was also a critical
piece of our design strategy. Using Monte Carlo SPICE simu-
lations, transistor widths were set to the values shown in Fig. 8
to meet robustness requirements with all transistor lengths set
to 0.12 m. The minimum device width was set to 0.32 m
to limit the amount of RDF-induced mismatch, which was
shown in Section II-C to be a strong function of gate area. The
PFET device is sized relative to the NFET to accommodate the
changing ratio observed in the subthreshold regime (Fig. 3).
Unlike a traditional 6-T cell in which the PFET acts as a resis-
tive load (and thus can be small), a single-ended design relies
on the PFET to pull up the bitline. We find that the use of identi-
cally-sized feedback and forward inverters effectively balances
read and write capabilities. The area of the bitcell is 4.788 m
as shown in Fig. 8 and is 2X larger than that of a typical tradi-
tional 6-T cell as given by the ITRS (2.366 m in 130 nm [9]).
It is important to note that cell device sizes can be reduced sig-
nificantly if a less stringent supply voltage floor is required and
if memory design rules are available (logic rules were used).

Fig. 9 shows the architecture of the proposed 6-T-based
SRAM. There are 16 bitcells connected to one bitline. Monte
Carlo simulations indicate that, at 16 bitcells per bitline, the
read current of a single bitcell is always greater than the
cumulative bitline leakage due to the unaccessed devices on
the same bitline. Additionally, for performance reasons it is
important to have a short bitline (with small capacitance) in
a single-ended design since the sensing element is a simple
inverter that requires a bitline swing of nearly . In contrast
to conventional sense-amp based designs, the area penalty of a
short bitline is minimal since each added bitline requires only
two CMOS inverters in the readout path.

The readout path, shown in Fig. 10, consists of a 16-to-1
column mux and a pulsed latch. A near-minimum sized inverter
is used as the sensing element to reduce bitline capacitance and
minimize the likelihood of a read upset. The second inverter in
the read-out path is larger for robustness reasons and, based on
simulation, is able to drive a tri-state line with up to 64 units.
In the implemented design, the second level mux is restricted to
16 inputs, since 2 kb is sufficient for the targeted sensor appli-
cations. Signal latch_en is pulsed at the end of one clock cycle
to latch the output.

Fig. 9. Cell array structure.

Fig. 10. Read-out with 16-to-1 mux sized to ensure reliability.

To recover the write stability sacrificed in the single-ended
design, adjustable strength header and footer devices are used. A
write mode abstraction of the cell array is shown in Fig. 11. The
goal is to break the feedback loop between the two cross-cou-
pled inverters by weakening the feedback inverter. When a write
occurs, the wr_en signal is asserted and the strong PFET tran-
sistor at the top and the NFET transistor at the bottom are both
turned off with only the weak headers and footers enabled. This
results in a temporary supply voltage droop, which allows the
stored state to be easily overwritten. In this design, we adopt
a NFET/PFET as the weak device at header/footer since we
find that even a minimum sized PFET/NFET header/footer is
not sufficiently resistive. To minimize area, only one header/
footer supply throttling circuit is used per bitline with all 16
cells sharing the same virtual and virtual ground (Fig. 11).
Despite the supply droop, the state of the non-accessed cells is
retained.
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Fig. 11. Write mode abstraction.

Fig. 12. Pulse generator with programmable width and distribution delay to
improve robustness to variability.

The timing generation is shown in Fig. 12 and is pro-
grammable to allow for improved timing robustness and
performance. To address the increased variability in the sub-
threshold regime, we implemented both NAND type and NOR
type pulse generation to achieve a tunable pulse window that
extends beyond the half cycle point. Fine pulse width and delay
correction between the critical signals such as wl and latch_en
can be tuned, but in practice, measurements indicate that one
setting is sufficient for all the dies to function properly.

Fig. 13 illustrates the simulated waveforms for two consecu-
tive read and write operations using SPICE simulation. Memory
cells 2 through 15 (denoted Q[2]–Q[15]) are initialized with a
logic value of 1 while Q[0] and Q[1] are initialized to 0. During
the first clock cycle, a write operation to Q[0] is performed. The
wordline pulses are derived from the rising edge of the input clk,
and Q[0] data is overwritten shortly after wordline 0 is asserted.
As expected, we see a virGND disturbance during this cycle
while virVDD is unaffected because the bitline driver fights the
footer transistors only when writing a “1”. The same voltage
droop is also seen by the unaccessed cells as shown by the Q[1]
and QB[1] waveforms. On the following cycle, a read from Q[1]
represents the worst case condition for data dependency since all

Fig. 13. SPICE simulation of proposed 6-T SRAM showing consecutive read
and write operation and supply voltage suppression through tunable headers and
footers.

the remaining cells are holding opposite value and leaking to-
wards Q[1]. Soon after, the wordline for Q[1] (wl[1]) is turned
on and the bitline (bl) is pulled down and latched at the end
of the clock cycle. Monte Carlo simulations of this worst-case
write/read cycle were used to drive design-time sizing optimiza-
tion and yield estimation.

Since the bitline is directly connected to the read-out inverter,
static current can be high when the bitline is floating. Therefore,
bl_charge, as well as hold_en, is asserted during standby mode.
By enabling hold_en, virGND and virVDD are shared by the
forward driving inverters, creating a stronger stack effect and
reducing leakage by current starving.

Fig. 14 shows the top level view of the SRAM micro-archi-
tecture. The 2 kb SRAM is organized into 256 words with 8 bits
per word. An 8-bit address is divided among a 4-bit wordline
decoder and 4-bit column decoder.

IV. MEASUREMENTS

A test chip with a 2 kb SRAM has been designed and fab-
ricated in a commercial 0.13 m CMOS bulk technology with
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Fig. 14. Microarchitecture of the 2 kb SRAM.

Fig. 15. Die photograph and layout.

0.4 V to demonstrate our proposed SRAM architecture.
The die photo and layout diagram are shown in Fig. 15. With
no die-specific adjustments, the SRAM is fully functional at a
supply voltage of 208 mV, while enabling on-chip tuning allows
operation down to 193 mV. To our knowledge, this is the first
6-T SRAM capable of operating substantially below threshold
voltage. A total of 24 dies have been measured and all are func-
tional.

A. Performance and Energy Analysis

Fig. 16 shows frequency measurements for 4 typical dies,
showing the expected exponential dependence of frequency
with in the subthreshold regime. The array achieves a
frequency of 5.6 MHz at 0.5 V, a reasonable speed for mi-
crocontrollers and 21.5 kHz at 210 mV, which matches a
previously reported subthreshold processor [8].

The measured energy per access for the proposed SRAM
is compared with that of a mux-based memory [4] fabricated
in the same technology. The power is measured with identical
random input traffic with an activity rate of 0.5 accesses/cycle in
both cases. Fig. 17 shows the results for both SRAM. For equal
supply voltages, the proposed SRAM consumes 31% less en-
ergy with 20% better performance. The energy optimal supply

Fig. 16. Frequency with � scaling for four dies.

Fig. 17. Energy consumption comparison to mux-based design in the same
technology.

voltage lies at 340 mV for the proposed SRAM and at
400 mV for the mux-based memory because there is more rel-
ative leakage in the mux-SRAM. Fig. 17 also shows the en-
ergy breakdown between active and leakage for the proposed
design. Due to the exponential increase of circuit delay and the
dominance of leakage current in this voltage regime, the en-
ergy per access increases at supply voltages below as ex-
pected. At the respective voltages, the proposed SRAM
consumes 36% less energy than the mux-based memory. Fur-
thermore, unlike the mux-based memory, for the proposed
SRAM matches more closely to that of a typical sensor pro-
cessor core [8], which could allow both memory and core to
operate at peak energy efficiency with a single supply voltage.
In Fig. 18 the energy and frequency distributions of 14 tested
dies are presented for three operating voltages. As expected, the
variation reduces as voltage increases.

The area of the proposed SRAM is 28600 m , nearly half
that of the mux-based memory (54000 m ). Table I provides
a comparison of the circuit properties. A 2 kb SRAM using a
traditional 6-T cell from a commercial library is 30% smaller
than our proposed SRAM.


