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Abstract—We propose the concept of active shields—shields that
switch concurrently with a signal wire of interest. Active shields
aid signal transitions through the coupling between the signal wire
and shields. For RC dominated wires, the active shields switch in
the same phase as the signal wire since capacitive coupling is the
dominant coupling mechanism. For wires with dominant induc-
tive coupling, active shields switch in the opposite phase of the
signal wire. We show that under fixed area and input capacitance
constraints, in-phase active shielding outperforms traditional
(passive) shielding and wire sizing/spacing techniques for mini-
mizing delays and transition times on RC-dominated wires. For
RLC wires, we demonstrate a region of feasibility (in terms of
signal wire widths) for which opposite-phase active shielding out-
performs the passive shielding technique. Opposite-phase active
shielding suppresses ringing behavior to a greater degree than
passive shields, providing similar performance to differential sig-
naling while maintaining the simplicity of single ended signaling.
The benefits of opposite-phase active shielding as compared to
passive shielding are shown in the context of various clock net
optimizations where reductions in ringing behavior (up to 4.5X)
and transition times (up to 40% reduction) are achieved.

Index Terms—Capacitive coupling, inductive coupling, on-chip
interconnects, shields.

I. INTRODUCTION

CROSS-COUPLING capacitance and inductance have
become very prominent in scaled CMOS technologies

[1]–[3]. Both can cause noise problems as well as degrade
performance. To address these problems, shields (additional
GND or VDD wires) are typically inserted between critical
global wires [4]–[6]. When inserted between two wires, almost
all capacitively coupled noise injected between wires are elimi-
nated by the shield wire. It also reduces worst-case delay since
the cross-coupling capacitance that the victim must switch is
always the nominal Cc instead of 2 Cc (or SF Cc where SF is
a switch factor that may vary between 1 and 3 [7]) when the
aggressor switches simultaneously in the opposite direction.
Shields also help to reduce the self-inductance of a wire by
providing a current return path that is very close to the signal
wire [8], [9]. This also limits the inductive coupling between
wires on either side of a shield. The number of shield wires has
increased considerably to cope with signal integrity problems
in the face of increasing clock frequencies and faster signal
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Fig. 1. (a) Signal wire with passive shields. (b) Signal wire with active shields.
Active shields switch either in the same phase or in the opposite phase of the
signal.

slew rates. According to [8], the recommended ratio of signal
to shield wires has diminished to 2:1 for high-performance pro-
cessor designs. Since the effective capacitance and inductance
of a wire is determined not just by the geometry but also by
the switching behavior of neighboring wires, the shields can
be switched to further reduce delay and/or loop inductance of
critical wires. Thus, active shields can be used to change the
effective coupling capacitance and loop inductance of a wire
through switching rather than layout optimizations (Fig. 1).
In this paper, we will show that active shields can reduce the
resources used in shielding signals while maintaining the same
performance or improve performance under an area constraint.
When the shields are assumed to be switching, a reoptimization
of the shield wire widths may be required.

For thin and narrow wires the resistance dampens out most
of the inductive effects. In these cases the delay and slope of
the wire can be improved by switching the shields in the same
direction as the signal wire. This is achieved by reducing the
effective coupling capacitance compared to a passive (non-
witching) shield design. A similar approach was described
in [10], where the active shields are called “booster wires.”
However, [10] does not consider the delay penalty due to added
input capacitance of the drivers for the “boosted wires” on the
previous stage. In [11], the authors describe the advantages
of redundant switching. Their proposed method results in
increased capacitive loading on the previous stage—while they
mention that the increased delay due to this can be offset by
improved delays on the wire, there are no results shown to
justify this. Also the analysis in [11] was limited to a particular
technology. We show that even under strict input capacitance
and area constraints, in-phase actively shielded wires improve
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Fig. 2. Voltage waveforms at the end of a RLC line when the shields are
switching in the same direction and when passive shields are used.

performance (delay and slope) for RC-dominated wires for
various technologies.

In general, switching the shields in the same direction
worsens the current return paths and results in more inductive
wire behavior. Although the work in [11] claims that redundant
switching in the same direction results in delay gains even for
very inductive wires, there is no mention about the reliability
concerns that stem from such inductive wire behavior. The
increased inductive nature of the signal line can be tolerated
for lines that are RC dominated, but for wider lines inductive
effects are exacerbated, such as over/undershoots, which di-
rectly affects gate oxide reliability, and increased crosstalk.
This phenomenon is illustrated in Fig. 2 which shows the
increased undershoot at the end of a 7-mm signal line (with
signal and shield widths of 3 m each) when in-phase active
shielding is used. Also, as wires become wider the gains from
in-phase switching of neighbors deteriorate as the ratio of
coupling-to-ground-capacitance decreases. Though
this limitation can be overcome by placing wires at the upper or
lower layer in parallel (and switching them in-phase) with the
signal wire [10], [11], this is not a practical solution with tradi-
tional preferred-direction routing methodologies dictating that
wires in adjacent layers run in orthogonal directions. For wires
where inductance cannot be neglected, it can be more favorable
to switch the shields in the opposite direction of the signal
line. For RC-dominated lines, the capacitive coupling is much
stronger than mutual inductive effects, while in inductive lines
the inductive coupling is dominant. The opposite-phase active
shielding scheme can use this dominant inductive coupling to
aid transitions on the signal wire. The opposite-phase active
shields can also serve as better current return paths than passive
shields and result in lower ringing. This approach obtains
the benefits of differential signaling [12] while maintaining
the simplicity of single-ended signaling. Note that since the
receiver senses voltages only on the signal wire, there is no
requirement of balanced loads or wire widths.

The rest of the paper is organized as follows. Section II
details the methodology used for wire parasitic extraction and
technology information for the simulations in this work. In

Fig. 3. Power grid and interconnect structure.

Section III we analyze the wire impedance region (in terms of
wire widths for a typical 0.18 m global interconnect) to gauge
when (and by how much) the two active shielding approaches
are more beneficial than passive shielding when performance
and inductive behavior (ringing) is taken into account. We
also show that the increase in ringing due to in-phase active
shielding is tolerable for RC-dominated wires. We then explore
the active shielding approach for RC-dominated wires in Sec-
tion IV of the paper and present a detailed analysis of in-phase
active shielding. The benefits of opposite-phase active shielding
as compared to passive shielding are shown in the context of
clock net optimizations in Section V. In Section V we also point
out that opposite-phase active shielding is similar to differential
signaling but it avoids the need for careful design of differential
drivers/receivers, matching effects, etc. Section VI concludes
with a summary of our results.

II. PARASITIC EXTRACTION METHODOLOGY

In Sections III and V inductance is included in the wire
models and in Section IV a distributed RC model is used
for the wires to reduce extraction and simulation time. All
simulations for RLC wires in this work are performed for a
single interconnect technology. Fig. 3 shows the power grid
and interconnect structure used for resistance, capacitance, and
inductance extraction for the simulation setups in Sections III
and V. The top level metal (which was used for all test cases)
has a minimum width and spacing of 0.5 m [13]. FastHenry
[14] was used for the resistance and inductance extractions.
Raphael [15] was used for all capacitance extractions. All
simulations in Sections III and V use an inductively and capac-
itively coupled distributed RLC model (Fig. 4) for the wires.
The return path provided by the power grid is assumed to be
the same for all wires. The return path is assumed to originate
from the midpoint of the bundle of signal and shield wires used
in any setup. This introduces negligible error in the analysis
while maintaining simplicity for the purpose of simulation. For
any setup, the transmission side of the wire is connected to
a voltage source, an active device, or is shorted to GND (for
passive shields). The receiver side of the wire is connected
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Fig. 4. Circuit used for modeling the signal wires, shields and return path. A 7-mm line was represented by 14 lumped segments.

to the return path through an active device, a capacitor, or is
shorted to the return path (for passive shields). The signal and
shield wires are coupled to the return path through their ground
capacitance and the mutual inductance between the self-induc-
tance of the wire and return path. Since the loop inductance is
not predetermined, this model allows the actual current path
(and loop inductance) to be determined only during simulation
and resembles a PEEC-based model for RLC wires. Industrial
0.18- m MOS models are used with a VDD of 1.8 V. HSPICE
[16] is used for all simulations.

III. CONCEPT FEASIBILITY REGION

In order to study the effect of the different switching behav-
iors of the shields on performance and signal integrity as the
wire impedance is changed, we initially use a simplified setup
without drivers. Fig. 5 shows the test setup with only voltage
ramps as inputs. The middle wire carries the signal while the
side wires act as shields. When used as passive shields, the side
wires are connected to the GND grid at both ends. is the
signal applied for active shielding. It is either in-phase or oppo-
site-phase to for the two active shielding approaches. The
width ( ) is swept to observe the line behavior in different
impedance domains under the three switching behaviors (pas-
sive, in-phase, or opposite-phase) of the shields. We constrained
the total shield width to equal the total signal width ,
while interconnect spacing was kept minimum m .
A more elaborate analysis on wire sizing and spacing is under-
taken in Sections IV and V. Delay is measured between the 50%

Fig. 5. Test case setup for analyzing: (a) passive shielding and (b) active
shielding for a RLC wire.

points of and the voltage at the end of the line and slope is
measured as the 10%–90% transition times at the end of the line
(for a falling transition). Inductive effects are measured using
the peak undershoot at the end of the line.

Fig. 6 clearly shows that in-phase switching always results in
faster slopes and delays with acceptable ringing when the line
width is 1.5 m or less (Region 1). As the lines become wider
(and more inductive) the opposite-phase switched shields result
in lower ringing (more than 50% reduction compared to pas-
sive shields) and faster delays and slopes. The improvement in
slopes through opposite-phase active shielding for wide wires
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Fig. 6. (a) Wire delay for in-phase and opposite-phase active shielding. The
delay is normalized to the delay obtained with passive shielding. The line
width design space can be divided into three distinct regions, labeled 1, 2, and
3 above. (b) Signal slopes for in-phase and opposite-phase active shielding.
Signal slopes are normalized to slopes obtained with passive shielding. (c) Peak
undershoot obtained with passive and active shielding schemes. For inductive
lines, opposite-phase active shielding results in lowest ringing.

(Region 3) is considerable. There is a crossover region (2) after
which the in-phase switched shields result in slower transitions
and opposite-phase shields result in faster signals than passive

shields. This switch occurs due to the fact that the inductive
impedance of the line increases for the in-phase switched shields
and decreases for the opposite phase switched shields. The delay
due to inductive impedance is greater than the contribution to
delay by the cross-coupling capacitance and a reduced induc-
tive impedance results in an overall lowering of interconnect
delay. Wire widths between these two domains (i.e., Region 2)
should use passive shields since the increased power consump-
tion with active shields would not justify the marginal improve-
ment in performance. In the next two sections we explore in
much greater depth the wire-impedance regions where the two
active-shielding approaches show a potential for improvement
in wire performance over passive shields.

IV. ACTIVE SHIELDING FOR RC WIRES

The concept of in-phase active shielding uses shields on either
side of the wire that help to speed up signal propagation through
the Miller effect. The Miller effect states that the effective cou-
pling capacitance between two nodes is zero if the transitions at
the two nodes occur simultaneously in the same direction with
equal ramp rates (a best case scenario can result in a factor of

1 according to [7]). Allowing the shields on either side of a
wire to switch in the same direction helps to reduce the total
line capacitance. This approach is scalable since the increasing
line resistance can be offset by the increasing coupling capaci-
tance. We demonstrate that using in-phase active shields as pro-
posed in this work results in better performance when compared
to other methods like passive shielding and wire spacing/sizing
[17] under the same area constraint and capacitive load on the
previous stage. Though this approach is meant to complement
and not replace the buffer insertion methodology [18]–[21], we
do show that even for buffered lines active shielding results in
improved delays. For very long lines buffers would still be re-
quired to meet performance requirements.

Section IV-A describes the active shielding approach and de-
velops a simplified analytical model of the theory behind it.
Section IV-B describes the simulation setup used to compare
active shielding to other approaches, and provides results. Opti-
mization approaches to obtain the maximum gains from active
shielding are discussed in Section IV-C.

A. Active Shielding Model

The active shielding approach uses the effective Miller capac-
itance to reduce the total capacitance on a line. If the transitions
on wires adjacent to the wire of interest can be ensured to switch
simultaneously and in-phase, the effective coupling capacitance
on the middle wire is greatly reduced. This can result in smaller
delays for the wire of interest. At the same time the neighboring
wires act as shields when the line is quiet. To ensure in-phase
switching of the side wires, they must be driven by the same
input signal as the middle wire. This approach can be used to
speed signal propagation in two cases: 1) a wire with shields on
its sides and 2) a wire wide enough to be split up into three
wires while maintaining the same footprint (to avoid routing
area penalties). In the case of the wide (unshielded) wire, the
total ground capacitance of the middle wire is reduced (and the
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Fig. 7. RC network used for modeling: (a) passive shields and (b) active shields.

effective coupling capacitance is reduced through the Miller ef-
fect) while the resistance of the wire increases. The decrease in
effective capacitance on the line must overcompensate for the
increase in resistance due to the splitting of the wire for this
approach to be practical. Henceforth, the wide unshielded wire
will be referred to as the fat wire. When a fat wire is converted to
an actively shielded one, the noise immunity will improve since
any aggressors that were previously coupled to the fat wire will
no longer be coupled directly to the middle wire. Since the input
signal now must drive three inverters instead of one (as in the
two reference cases) we must consider the capacitive load pre-
sented to the prior stage. The approach we follow when com-
paring active shielding to passive shielding and unshielded fat
wires is to set the total device width of all three new drivers to
that of the original single driver.

In order to obtain an analytical insight into the tradeoffs in-
volved in maintaining a constant capacitive load on the previous
stage, we use a simple model (based on work in [7]) to compare
the delays of the passively shielded and actively shielded con-
figurations. The model shown below assumes there are no cou-
pled aggressors. Fig. 7(a) and (b) shows the equivalent circuits
used for modeling the delays using passive and active shields.
The labeled wire parasitics are denoted as per unit length. The
equivalent resistance of an inverter with nMOS width of 1 m
is . Thus, if the driver size (in terms of nMOS device width)
in the passively shielded configuration is , then the driver
resistance is

(1)

The resistances of the drivers for the side and middle wires for
the actively shielded configuration are

(2)

(3)

where is the nMOS device width of each of the
shield drivers and is the nMOS device width of the
signal line driver.

To maintain the same input capacitance when converting from
passive to active shields the constraint

(4)

is used. Delay due to passive shields (for a wire of unit length)
is given by

(5)

where , and are the ground capacitance, wire
resistance and coupling capacitance associated with the signal
wire per unit length.

Delay due to active shields is given by

(6)

(7)
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and and are the 10%–90% signal transition times
on the signal and shield wires as computed below.

(8)

(9)

(10)

Equations (5), (6), (8), and (9) are derived from the delay
and far-end transition time equations for distributed-RC wires
driven by a resistive driver in [22]. Equations (7) and (10) are
derived from the expression in [7]. The delay and far-end
transition time equations assume a step input to the driver and
result in an optimistic model. However, some of the error from
this optimistic assumption is negated by the fact that the far-end
slew rates (which are much slower than slew rates anywhere
else on the wire) are used for computing the effective coupling
capacitance along the entire line. Approaches that can be used
to improve the accuracy of the model are discussed in Sec-
tion IV-C. Obtaining the rise/fall times on the signal and shield
wires ( , ) involves iterations since these times de-
pend on the effective coupling capacitance during switching
and the effective coupling capacitance in turn depends on the
rise/fall times. The effect of aggressors on the active shields
can be taken into account by adding (twice the cou-
pling capacitance between the active shield and aggressor) to
the term. This is a simplified assumption that does not
take into account the slew rates on the shield and aggressors.
Calculating a more accurate effective coupling capacitance to
the shields with respect to the aggressors would involve more
iterations and we show in the section on driver sizing that this
simplified assumption is still useful enough to derive optimal
driver size distributions.

Since the term is less than one, the effective coupling ca-
pacitance on the middle line becomes smaller. To minimize this
capacitance, the drivers of the side lines should be strengthened
to increase their slew rates. In this case, the effective resistance
of the middle driver increases (since the total device width is
fixed at ), creating an inherent trade-off in designing with
active shields. Thus, in (6) increases while the term
decreases as drive strength is shifted to the side wires. We expect
that there is a particular distribution of driver sizes for which the
delay of the signal wire is minimized.

This optimal point depends heavily on the values of the
ground and coupling capacitances. As the term increases, it
is desirable to shift more of the driving capability to the active
shield wires. Fig. 8 shows the delay using active shields nor-
malized to that with passive shields for a typical configuration
of wire widths and spacing. The only difference between the
curves is the value of the coupling capacitance . The total
driver size was fixed at 100X1 while the size of the driver for
the signal line (in the actively shielded case) was swept. For
driver sizes, the model breaks down less than half the total
driver size, but it does point to the existence of an optimal

1Driver size 1X) W = 2 � L (W = 2 �W ):

Fig. 8. Delay with active shields as driver size distribution (between signal and
shield wires) is changed for different coupling capacitances.

delay point. The figure shows that as the coupling capacitance
is increased (by reducing the spacing) the delay gains com-
pared to the passively shielded case rise. There are scenarios
where the effective decrease in capacitance does not offset the
decrease in driving power of the middle wire. In such cases
the actively shielded configuration is always slower than the
passively shielded one. To get the maximum gains out of active
shielding, the coupling capacitance must be maximized (by
minimizing the spacing between the active shields and signal
wire). An immediate implication of this is that design rules
could be relaxed to allow sub-minimum spacing at the global
layers so as to achieve higher gains in performance through
active shielding. The minimum spacing at these layers is not
always dictated by technology constraints, but by limits on
cross-coupling capacitance. Routes that use in-phase active
shielding could benefit from tighter spacing design rules (e.g.,
equivalent to those at lower level metals which can be two to
three times smaller [23]) to create faster and denser intercon-
nections. Note that minimum line width and aspect ratio would
remain unchanged with this design rule alteration, maintaining
a highly manufacturable design (as long as spacing constraints
are not set by the manufacturing process).

B. Simulation Results

The setups for comparing the various performance optimiza-
tion techniques for RC wires are first described, followed by a
detailed analysis of the results.

1) Simulation Setup: Typically fat wires are used to reduce
signal delays by suppressing the line resistance. For our anal-
ysis, the passive and active shielding approaches are compared
to the fat wire in terms of the achievable delay. In all approaches,
the footprint of the signal route is kept the same so as not to
incur any area penalty. The total capacitive load on the previous
stage (which drives in2 in Fig. 9) is held constant by maintaining
the total device width of the driver(s) used for transmitting the
signal. The only area overhead incurred with active shielding is
due to the splitting of one large driver into three smaller drivers,
which should have a minimal impact.
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Fig. 9. Setup for (a) fat wire, (b) passively shielded wire, and (c) actively shielded wire. Wires in grey are shield wires.

Fig. 9 shows the simulation setups for three cases—fat wire,
passive shielding, and active shielding, respectively. The signal
is applied at in2, while in1 and in3 provide switching activity
for the aggressors (in1 and in3 switch simultaneously in the op-
posite direction of in2). Another configuration we considered
was the case in which the wire of interest [driven by in2 in
Fig. 9(a)] is reduced in width while the spacing to the aggres-
sors is increased by the same amount. This represents a wire
sizing/spacing methodology to reduce delays and injected noise
on wires under an area constraint. The resistance on the wire in-
creases rapidly but, unlike the active shielding case, the entire
current drive can be used for one wire. In contrast, the active
shielding approach aims to reduce the ground capacitance by
increasing the coupling capacitance (which can then be effec-
tively reduced during switching).

For the active shielding approach, the delay depends on the
ground and coupling capacitances and the resistance of each of
the three wires (all of which depend on the wire width distribu-
tion among the signal and shield wires) along with the optimal
driver size distribution among the three wires used for signal
transmission. The optimum delay with the passive shielding ap-

Fig. 10. Cross section of interconnect structure.

proach depends on the ground capacitance and resistance of
only the signal wire (along with the coupling capacitance to the
passive shields). Optimizing the ground and coupling capaci-
tances and line resistances yields optimal widths of the three
wires under a constant area constraint for the two shielding
schemes. This is further constrained by the minimum width and
spacing rules for a particular technology. The simulations con-
sidered different technologies (denoted by different wire thick-
nesses ) with the inter-level dielectric (ILD) thickness (h) fixed
at 0.55 times the wire thickness for each technology. Fig. 10
shows the 2-D interconnect topology used for extraction pur-
pose. A top level metal layer is assumed with one ground plane.
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Fig. 11. Schematic for setup with repeaters every 2.5 mm for a 7.5-mm line for: (a) fat wire; (b) passively shielded wire; and (c) actively shielded wire.

The footprint (including any shields) for transmitting the signal
was kept constant at 2.5 m for each technology and the as-
pect ratio was fixed at 2.4 (which dictated the minimum width
and spacing). This footprint constraint allows the shielded wires
to lie in the RC-dominant region where the increase in ringing
can be considered tolerable. In Section III, the region demar-
cated as RC dominant had a footprint of less than 4 m when
including the area used by the shields. Since the inductive ef-
fect can be assumed to be negligible for these wires, only dis-
tributed RC models are used for the wires in this section. For
each technology, five different configurations in which the wire
could be split were used to obtain the optimum shield and signal
widths for each of the passively and actively shielded wires. The
spacing between the wires was always set to the minimum al-
lowable in order to achieve the smallest resistance for the wires
(by allowing them to be as wide as possible) within the area
constraint. For each wire sizing configuration, the optimal delay
for the actively shielded case was obtained by sweeping the
driver size distributions. The line lengths simulated were 7.5 and
3.75 mm, respectively. For the 7.5-mm (3.75 mm) line length,
the driver size being driven by node in2 was 100X (62.5X) and
the aggressor driver sizes were 100X (62.5X) each. A 7.5 mm
line length with an inter-repeater distance of 2.5 mm was also
simulated with driver and repeater sizes of the signal and ag-

gressor wires fixed at 50X each. The schematic of this setup for
the different configurations is shown in Fig. 11. Delays were
measured between the 50% points of in2 and out2 and slopes
were measured as 10%–90% delays at node out2. The load ca-
pacitance corresponds to the input capacitance of a 12.5X
inverter. To calculate power, a switching activity of 0.5 for an
800-MHz operating frequency was applied at node in2 and the
current drawn from the supplies by the driver(s) driven by the
signal in2 was measured. We also ran test cases with both alu-
minum and copper wiring to investigate the impact of the line
resistivity.

2) Analysis of Results: For the active and passive shielding
approaches the delay and slopes were normalized to that of
the fat wire for each technology (represented by a wire thick-
ness). The results presented show the delays and slopes obtained
with optimized wire and driver sizing configurations (in the case
of active shielding) for each of the shielding schemes. Typical
waveforms for both active and passive shielding are shown in
Fig. 12. Active shielding clearly demonstrates superior delay
and slew rate characteristics, which is the strength of the active
shielding approach.

Simulation results showed that the optimal delay using ac-
tive shields is always better than that of the fat wire and pas-
sive shields. Fig. 13 shows the performance of actively and pas-
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Fig. 12. Voltage waveforms at the end of the signal wire for active and passive
shields. The signal on the active shields is also shown.

Fig. 13. Optimal delay/slope versus wire thickness for copper wire of length
7.5 mm and aggressors switching. Delays and slopes are normalized to the fat
wire delays and slopes.

sively shielded wires (normalized to the fat wire) for one par-
ticular configuration as the wire thickness is varied. The results
for the other configurations for two distinct wire thicknesses are
given in Table I. The delays with passive shielding are insensi-
tive to switching activity of the aggressors. For active shielding
some of this insensitivity is lost since the ability of the active
shields to aid the signal wire during transitions depends on the
switching activity of the aggressors. The fat unshielded wire is
the most sensitive to aggressors as expected, with delay and
slope varying by as much as 22% and 13% (respectively) be-
tween the quiet aggressor case and the case where the aggres-
sors switch simultaneously in the opposite direction. Therefore,
gains (when compared to fat wires) are reduced when there is
no worst-case switching on the aggressors especially as wires
become less resistive (greater thickness). For the same reason
passive shields show worsened results as wires become less re-
sistive when there is no switching on the aggressors. All the
results indicate that the gains through active shielding reduce
as the total resistance of the wire increases. As the wire resis-
tance increases, the slopes at the end of the wire degrade and
the gains from active shielding reduce. This is demonstrated by

smaller gains for each setup as the wire thickness is reduced.
For the same reason, the aluminum wiring cases show less im-
provement than with copper and the shorter wire lengths show
more gains than the 7.5 mm cases (without repeaters). In the cur-
rent 0.18- and 0.13- m processes, repeaters are typically placed
every 1–3 mm to reduce delay—these distances maximize the
usefulness of active shielding as is evident in the 7.5-mm case
with repeater insertion.

The results in Table I are obtained using a fixed load of a
12.5 inverter at the end of the wire. To gauge the sensitivity
of the delay gains of active and passively shielded wires, this
load was changed to a 100 inverter for the 7.5-mm unre-
peated copper wire and the 7.5-mm copper wire with repeaters
every 2.5 mm. This was simulated for the configuration with a
thickness (t) of 0.45 m since that configuration has a higher
wire resistance and would result in the delays and slopes being
more sensitive to the load at the end of the wire. The actively
shielded configuration still yielded the least delay and transition
times with the increased load. The reduction in delay gains was
not more than 2% for either case (active or passive shielding),
while the degradation in gains for transition times was limited
to 6%–7% for either case.

For the case in which the fat wire is reduced in width to in-
crease spacing from the aggressors, simulations (see Fig. 14)
show that the delay gain [obtained by the optimal width of signal
wire in Fig. 9(a)] is the same as active shielding but the improve-
ments in slopes are much less than with active shielding. Noise
analysis showed that noise immunity in this case is comparable
to that of active shields but not as good as passive shields.

Fig. 15 shows the power consumption for a configuration for
which the delay was optimized. The power consumption (nor-
malized to the fat wire) for all the delay-optimized configura-
tions are also shown in Table I. The fat wire always consumes
the most power since it has the largest capacitance associated
with it and must also fight the aggressors. The actively shielded
wires consume more power than the passively shielded config-
urations since the shields also switch. In Table I this increase
in power with respect to passive shielding ranges from 18% to
40%. A noise analysis confirmed that active shielding results in
enhanced noise immunity compared to the fat wire. The far-end
noise produced by switching aggressors when the victim wire
is quiet is shown for two of the configurations from Table I in
Table II. Active shields are not as good at screening functional
noise as passive shields. The drivers on the (active) shield wires
present a highly resistive path to ground and result in degraded
shielding properties.

C. Driver and Wire Sizing Issues

Converting a fat wire or a wire with passive shields on its
sides to one with active shields while maintaining the same foot-
print and capacitive load on the previous stage involves two op-
timizations: 1) wire widths and spacings and 2) distribution of
the total driver size over the three wires. Fig. 8 showed that max-
imizing the coupling capacitance results in smaller delays (due
to the increased Miller effect). As a result we concluded that the
spacing between the side and middle wires should be kept min-
imum (as dictated by minimum spacing constraints.) As men-
tioned in Section IV-A, design rules can be relaxed to allow de-
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TABLE I
IN-PHASE ACTIVE SHIELDING AND PASSIVE SHIELDING DELAYS AND SLOPES FOR VARIOUS LINE CONFIGURATIONS. DELAYS, SLOPES, AND

POWER ARE NORMALIZED TO DELAYS, SLOPES, AND POWER OF THE FAT WIRE. ROWS IN GREY INDICATE ACTIVE SHIELDING

AND UNSHADED ROWS INDICATE PASSIVE SHIELDING

Fig. 14. Delay and slope versus wire thickness for narrowed middle wire
(copper) of length 7.5 mm and aggressors switching. Delays and slopes are
normalized to fat wire delays and slopes.

creased inter-metal spacing at the global layers so that active
shielding can provide additional gains beyond those shown in
Section IV-B. Simulation data indicates that for long lines (for
which the interconnect delay becomes comparable to the gate
delay) the optimal solution is obtained with wider signal wires
since the useful coupling effect is not able to overcome the delay
due to line resistance. The middle wire is as wide as possible
in nearly all the cases we investigated (this leads to minimum
width shields). In a few cases when it is not as wide as pos-
sible, the difference in delays between when it is widest and the
optimal width is less than 6%. Thus, optimal (or near optimal)
delays can be obtained by setting the middle wire as wide as
possible given the area limitations.

The optimal driver size distribution can be obtained with the
delay model described in Section IV-A. Though the delay model
is not accurate in terms of the delay improvements, its trends for
optimal driver sizing are similar to simulation results. Fig. 16

Fig. 15. Power consumption with active and passive shielding for a 7.5-mm
copper wire with aggressors switching. The power consumption is normalized
to the power consumption of the fat wire.

shows the delay gains compared to passive shields for different
technologies using both the analytical model and HSPICE sim-
ulations for the configuration with a 7.5-mm long copper wire
with aggressors switching in the opposite direction. Table III
shows the optimal size of the middle driver obtained through
both methods. Though the model assumes a simplified effective
coupling capacitance of twice the nominal between the active
shield and aggressors, there is a close match between the pre-
dicted optimal driver sizes from the model and SPICE simula-
tions. The rightmost column in Table III indicates the maximum
difference in delays as a percentage of optimal delay (as ob-
tained through simulations) if the optimal driver size predicted
by the model is used. The differences are less than 1%. The
predicted delays from the model can be further improved (at
the cost of increased complexity and run-time) by using analyt-
ical models that calculate slew rates at the output of the driving
gate rather than at the end of the line, for obtaining the effective
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TABLE II
MAXIMUM NOISE (IN mV) PRODUCED BY AGGRESSOR SWITCHING AT THE FAR-END OF THE VICTIM WIRE

Fig. 16. Comparison of delay obtained from model and simulation with active
shielding as signal driver size is varied for different wire thicknesses for the
configuration with 7.5-mm copper wire and aggressors switching in the opposite
direction. Delays are normalized to passive shielding delays.

TABLE III
COMPARISON OF OPTIMAL DRIVER SIZES FOR ACTIVE SHIELDS OBTAINED

BY MODEL AND SPICE SIMULATIONS

coupling capacitance between the signal wire and active shield.
These models compute the effective load capacitance [24], [25]
“seen” by the driving gate to compute the slew rate at the output
of the driving gate. Using slew rates at the end of the line to
compute effective capacitance is a pessimistic approach since
the slew rates at the start of the wire are faster. On the other hand,
computing effective capacitance with slew rates calculated at the
driving end of the wire can be optimistic since the slew rates de-
grade as the signal travels down the wire and the skew between
the active shield and signal wire increases toward the far end of

the wire. Once the optimal wire sizing is determined, obtaining
the optimal driver size distribution becomes possible using the
analytical model.

A major discrepancy between the model and the simulation
is that the delays predicted by the model converge to the delays
using passive shields (when the drivers of the shield wires be-
come very weak) whereas in the simulations they do not. The
addition of a weak driver to a shield wire results in a highly re-
sistive path to the ground through the coupling capacitance. As a
result, less current is injected by the signal wire into the coupling
capacitances and the delay improves ( 8%–10%) even when
the useful Miller effect is negligible. Thus, an improvement in
delay (though not by the Miller effect) can be achieved just by
adding very weak inverters onto the shield wires. The fact that
the effective cross-coupling capacitance depends on the driver
resistance has been used in [26] for crosstalk noise estimation.

V. ACTIVE SHIELDING FOR INDUCTIVE WIRES

In Section III it was shown that opposite-phase active
shielding provides higher performance and lower ringing than
passive shielding for wire widths greater than 4 m for the
chosen global interconnect structure (which is typical for the
0.18 m technology node [13]). Nets with such wire widths are
usually global level clock nets and would, thus, be a primary
application space for opposite-phase active shielding to be
beneficial over the traditional shielding technique. Section V-A
describes and compares detailed results for passive shielding
and opposite-phase active shielding used for tuning clock nets
to reduce ringing and achieve the desired skew and transition
times. In Section V-B we discuss some fine tuning strategies
that can be used to further optimize the passively shielded
clock nets of Section V-A and show that even when these tech-
niques are employed, the actively shielded clock nets provide
a better tradeoff between performance and signal-integrity.
Signal and wire sizing strategies for actively shielded clock
nets are discussed in Section V-C. The optimized clock nets of
Section V-A do not include the impact of nearby aggressors
since global level global clock nets are well spaced from any
aggressor nets. However, we analyze the impact on and of
nearby signal nets on the optimized clock nets in Section V-D.
The impact of process variation on the optimized clock nets
is analyzed in Section V-E to demonstrate the feasibility of
the approach at worst-case process corners. In Section V-F we
show that active shielding provides a reasonable performance
alternative to differential signaling while maintaining the sim-
plicity of full-swing single-ended signaling.
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Fig. 17. (a) Passively shielded clock net with two fingers. (b) Actively shielded
clock net with two fingers.

A. Clock Net Optimization

Clock nets are typically wide to reduce resistance, which
helps to reduce skew and obtain faster transition times. With
reduced resistance, inductive effects are very prominent in
clock nets. The faster transition times in inductive wires are
good for clock signals but the peak under/overshoot along with
the associated ringing are undesirable from a signal integrity
and reliability standpoint.

Global clock nets are shielded on both sides to keep the cur-
rent return paths as close as possible. This reduces the loop in-
ductance of the net. For very wide clock wires, simply placing
shields on both sides is not sufficient to reduce the inductive
ringing to an acceptable level. In this case clock nets are split
into two or more fingers with shields inserted between the fin-
gers [9]. As the number of fingers increases, the current loops
become smaller and the net becomes less inductive. Splitting the
clock net into fingers comes at the expense of delay (leading to
a higher likelihood of clock skew) and slope degradation due to
increased capacitance. Our goal with active shielding is to re-
duce the number of required fingers so as not to incur the asso-
ciated performance penalty. From our analysis in Section III we
expect better delay and slopes when compared to the passively
shielded clock net. Note that the actively shielded scheme differs
from differential signaling. Only single-ended voltage sensing
is required at the end of the line and the complementary shield
signal does not need to be balanced in terms of wire width or
driver size. The active shield signal is used to “condition” the
actual clock signal.

We apply the active shielding approach to four 7-mm-long
clock net structures with signal widths ( ) of 3, 5, 10, and
20 m. Fig. 17 shows the setups for cases where the clock net
has two fingers. Clock nets with more fingers have a similar
topology to the one shown in Fig. 17. Certain details are not
included in the figures for clarity. For reliable fabrication pur-
poses, wires in actual designs cannot be wider than a certain
limit. We have considered this by splitting any single metal wire
wider than 7 m into two or more wires of equal width with a

spacing of 0.5 m between these wires.2 Clock nets with the four
different signal widths ( ) are optimized. For each value of
the total width of the clock net and dedicated shield wires are
each kept equal to under different topologies (i.e., number
of fingers). The metal spacing is always 0.5 m. The driver size
( ) of the clock net is scaled up linearly with . For active
shielding, the active shield driver size is swept to meet the
constraints on the clock signal as described below. The comple-
mentary clock signal for the active shield driver is assumed to
be generated by the drive chain leading up to the clock driver.3

The constraints for a particular target clock frequency are as
follows.

1) Wire delay (measured between the 50% points from clock
driver output to the end of the line) should be 20% of
the cycle time. This constraint is important since delay
or clock latency translates directly to clock skew when
process variability is considered.

2) The slope (measured as 10%–90% delay at the end of the
net) should be no greater than 25% of the cycle time.

3) Peak ringing, measured as the maximum deviation from
0 V after a single falling transition, should be less than 5%
of VDD (90 mV).

For the passively shielded case, the only optimization vari-
able is the number of fingers. Since the primary goal is to reduce
ringing, the clock net is split into an increasing number of fin-
gers until the ringing constraint is met. The reduction in ringing
saturates as the number of fingers increases and the splitting pro-
cedure is stopped when adding an extra finger yields less than a
15% reduction in ringing for the passively shielded clock. The
actively shielded clock net has an extra variable for optimiza-
tion—namely, the active shield driver size . As the ac-
tive shield driver size increases, delay and peak ringing reduce
monotonically but the transition time shows an optimal point.
The minimum value of that meets the listed constraints is
used. Table IV lists the results for the values investigated.
The constraints on the clock signal can be met for all values of

with active shielding while passive shielding can meet the
constraint only for m. The results for m
also support the analysis in Section III, where we found that ac-
tive shielding for wire widths in the range of 1.5–4 in this
process technology would not yield significant performance im-
provements to justify the added power consumption.

Fig. 18 represents the relative performance (delay and slope)
of the best actively shielded clock setup compared to the best
passively shielded clock net configuration (the one with lowest
ringing) for different values of . Active shielding resulted in
consistent gains of almost 40% in transition times, while ringing
was kept below 5% of VDD. The delays for the clock nets
with signal widths (W) of 5 and 10 m are 14% lower with
active shielding. The delay with active shielding is higher for

m since the footprint of the optimal clock net with
passive shields now occupies the entire area between two con-
secutive power supply lines with minimum spacing from them.

2The actual width beyond which a wire must be split, varies from one manu-
facturer to another. The limit can range from 4 to 12 �m.

3There is no constraint on the total input capacitance, since the effect of in-
creased input capacitance to the clock net driver can be easily adjusted for by
the drive chain that drives it.
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Fig. 18. Skew and slope of actively shielded clock net normalized to skew and
slope of passively shielded clock net.

Fig. 19. Voltage waveforms at the end of a clock net with a signal width (W)
of 10 �m.

The power supply lines act as additional shields for the passively
shielded clock net, reducing the inductive impedance beyond
what is achievable by the explicit shields. This effect reduces the
delay on the passively shielded clock net but the use of inductive
coupling to speed up transition times on the actively shielded
clock is still clearly evident. Optimal active shielding resulted
in up to 4.5X decrease in ringing for m. It is clear
from the waveforms (for a single transition and periodic signal)
in Figs. 19 and 20 that the signal obtained with active shields
has faster transitions with highly suppressed ringing.

The opposite-phase actively shielded setup can consume as
much as twice the power of the passively shielded setup for the
same topology. However, the increase in power consumption
at the global clock level does not have a major impact on the
total power consumption for the clock distribution network.
According to [27], the power consumption at the local clock
level is at least an order of magnitude higher than clock distri-
bution at the global level. Furthermore, if a comparison is made
across different topologies in Table IV, the actively shielded
configuration outperforms (primarily in terms of transition
times) the passively shielded configuration for approximately

Fig. 20. Clock signal at the end of the clock net with a signal width (W) of
10 �m. The clock is operating at 1.25 GHz.

the same energy consumption. Relevant examples for such a
comparison are between
and and between

and
.

B. A Discussion on the Optimization of Passively Shielded
Clock Nets

Ringing for the passively shielded clock nets could also be de-
creased by reducing the size of the clock driver (D). This results
in even slower transition times. Only one passively shielded con-
figuration allowed for
the reduction of the main clock driver size, since the only vio-
lation of the constraints in this case was the peak undershoot.
A range of slower drivers allowed this configuration to meet
the ringing constraint. However, the optimal actively shielded
topology for m still resulted in 29% better slopes than
the fastest downsized passively shielded case.

For the passively shielded clock nets in the comparisons in
Section V-A, the shields were connected to the local grounds
only at two points (either end). Increasing the number of such
taps results in a reduction of the current loop and, hence, the in-
ductive nature of the line. This reduction in the loop inductance
results in lower ringing for the passively shielded nets with di-
minishing returns as the number of connections to local grounds
are increased. Table V shows the impact of connecting the pas-
sive shields to the local ground every 500 m for the clock net
with m. The results of the actively shielded clock net
are duplicated in this table for comparison purposes. Though the
passively shielded clock net can now meet the ringing constraint
with 3 fingers, it still cannot meet the slope constraint. Actively
shielded clock nets result in 34% faster transition times when
compared to the passively shielded configuration that meets the
ringing constraint.

The addition of a repeater on the passively shielded clock nets
can improve the transition time and undershoot trade-off, at the
expense of higher delay. The higher the global clock delay, the
greater is the impact from variations on the absolute clock skew.
It is desirable to reduce global clock delays so as to minimize
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TABLE IV
RESULTS FOR ACTIVELY AND PASSIVELY SHIELDED CLOCK NETS. ROWS IN GREY INDICATE ACTIVE SHIELDING

TABLE V
RESULTS FOR ACTIVELY AND PASSIVELY SHIELDED CLOCK NETS, WITH PASSIVE SHIELDS CONNECTED TO LOCAL GROUND

EVERY 500 �m. ROWS IN GREY INDICATE ACTIVE SHIELDING

Fig. 21. Passively shielded clock net with a repeater and 2 fingers.

skew that results from variations in the clock loading, process,
power supply or temperature. To assess the impact of repeater
insertion on the passively shielded clock nets, a setup (shown
in Fig. 21) for a repeated clock net with m was an-

alyzed. The driver and repeater size (D) were varied to study
the impact of repeater insertion on the passively shielded clock
net performance and signal integrity. Table VI shows the results
for the driver and repeater sizes that met the ringing constraint.
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TABLE VI
RESULTS FOR PASSIVELY SHIELDED CLOCK NET (W = 10 �m) WITH ONE REPEATER

Although, the passively shielded clock net now meets the slope
and ringing constraints, the addition of a repeater increases the
delay. With the addition of a repeater, the passively shielded
clock nets could not meet the delay constraints that were used
to optimize the clock nets of the previous sub-section.

The optimization of the clock nets has shown that even though
the use of active shields for global clock nets results in larger
driver area and power consumption, it can allow the designer
to meet constraints for high-performance and reliability that
cannot be met simultaneously with passive shielding.

C. Wire Sizing Issues

The optimized clock nets used shield widths that were equal
to the signal width. In order to gain insight into the effect of
varying shield widths and shield spacing on actively and pas-
sively shielded clock nets, we used the setup of Fig. 5 with re-
laxed constraints on shield width and inter-metal spacing. The
total shield width was varied from 0.5 to 3 times the
signal width (W) and spacing was varied from 0.5 to 2 m. The
goal was to find an optimal spacing and shield size for passive
and opposite-phase active shielding within this solution space
to minimize peak undershoot. We then compared the perfor-
mance of the two shielding schemes at their respective optimal
points. The results indicate that peak undershoot is smallest with
minimum spacing of 0.5 m for all combinations (for active
and passive shielding). For passive shielding, shield width has
a monotonic effect, with peak undershoot decreasing as shield
width increases for all signal widths [Fig. 22(a)]. With active
shielding there is a distinct optimal point, occurring when the
total shield width is equal to the signal width
for all signal widths greater than 4 m [Fig. 22(b)]. Fig. 23 com-
pares active and passive shielding at their respective optimized
points in this solution space. The active shielding design has
smaller delays, slopes, and ringing than the optimized passive
shielding setup (within Region 3). Furthermore, these benefits
are obtained using much less shielding resources—about 1/3 the
shielding requirements for the optimal passive shielding config-
uration in this solution space. An optimal distribution of wire
widths between the signal and shield nets (under an area con-
straint) for active shielding requires that the widths be equal with
minimum spacing between the nets.

D. Impact of Aggressors

Clock nets are typically well spaced from any neighboring
aggressors not just to protect the clock nets from any noise but

Fig. 22. Effect of varying W and W (with S = 0:5 �m) for the setups in
Fig. 5 for (a) passive shielding and (b) active shielding.

also to protect neighboring data or control signals from noise
injected by the clock net which usually has sharper slew rates,
from a voltage and current perspective. To study the impact of
closely spaced aggressors on the optimized clock nets we placed
aggressors as shown in Fig. 24 for clock nets with m
and 10 m. Since the aggressors are not clock nets they have a
smaller wire width and driver size than the clock net. The con-
figurations that met the ringing constraint for the passively (with
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Fig. 23. (a) Delays and slopes at optimal undershoot points in Fig. 22. Delays
and slopes for active shielding are normalized to passive shielding delays and
slopes. (b) Peak undershoot at optimal undershoot points in Fig. 22.

ground taps every 500 m) and actively shielded clock nets were
compared for the impact of these aggressors. When the aggres-
sors switch in the same direction as the clock signal, the passive
and active shields are less effective as return paths and result
in increased undershoots. They also increase transition times
on the clock nets due to mutual inductive coupling. The results
are tabulated in Table VII. Though the performance and under-
shoots of all the configurations degrades, the actively shielded
nets still meet the constraints on the clock nets. Table VII also
contains the peak noise injected on the clock net when only
the aggressors are switching and vice-versa. The active shields
provide a more resistive path to ground for any injected noise
and hence, result in higher injected noise when the aggressors
switch. When the clock net is switching, the active shields can
reduce the amount of noise injected due to mutual inductive
coupling onto closely spaced signal nets. However, the active
shields also add capacitive noise onto the neighboring signal
net. For the case where m the capacitive noise injected

by the active shields is greater than the reduction in inductive
noise and the actively shielded clock net introduced a higher
noise peak on the signal net than the passively shielded clock
net. For the more inductive clock net with m the two
effects balance each other and the resultant noise is slightly less
than with the passively shielded clock net. As the spacing of the
signal nets from the clock net increases we can expect greater
reduction in the noise injected by the (actively shielded) clock
net onto the neighboring signal net since most of that noise will
be through inductive coupling.

E. Process Variation Impact

In the clock net optimization process of Section V-A the clock
signal and its complementary signal applied to the active shield
driver have the same slew rate and zero skew/offset between
them. With no process variation, the complementary signals
can be generated from a common input signal with minimal
skew between them and similar slew rates. Since the buffers
in the drive chain are spatially close together, process varia-
tion is not expected to create considerable mismatch between
the two signals. However, to analyze the effects of worst-case
channel-length variation on the performance of active shields,
we simulated a drive chain (Fig. 25) that generates the signals
to drive the clock net and the active shields for the optimal con-
figurations obtained above. The channel-length variation of each
inverter is assumed to be independent of the others and the max-
imum deviation from nominal is assumed to be 5%. This value
is small compared to worst-case wafer-to-wafer and lot-to-lot
variation but is intended to be representative of spatially prox-
imate intra-die fluctuations [28]. All combinations of extreme
variations in the channel lengths of individual inverters were
simulated in order to obtain the worst-case positive deviations
in slopes, delays, and ringing. The channel length of each of
the drive chain inverters, (whose drive sizes are labeled D, D2,
Dsh, Dsh2, and Dsh3 in Fig. 25) was allowed to vary indepen-
dently to obtain the worst-case corner in this analysis. Simu-
lations showed that ringing and delays were relatively insensi-
tive to these variations—worst case ringing was kept under 5%
of VDD and the maximum deviation in delay was 5%. Transi-
tion times were more sensitive to process variation. Assuming
worst case intra-die variability reduced the gains (with respect to
worst-case corner of passive shielding) from 40% for ,
10, and 20 m to 35%, 34%, and 34%, respectively.

To assess the impact of inter-die variation, the channel lengths
of the drive chain inverters tracked each other and the maximum
allowed deviation was 10% from the nominal. The transition
times were insensitive to inter-die variations ( 3% variation),
while the delays had a maximum variation of 6.5% among all
the three (actively shielded) test cases. The transition times are
more sensitive to the offset between the complementary clock
signals and, therefore, showed greater variations for intra-die
process variations.

F. Differential Signaling Comparison

Since the opposite-phase active shielding approach is similar
to differential signaling we compare the active shielding and
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Fig. 24. Schematic of the setup used for studying the impact of aggressors on (a) passively shielded clock net with two fingers and (b) actively shielded clock
net with two fingers.

TABLE VII
RESULTS FOR ACTIVELY AND PASSIVELY SHIELDED CLOCK NETS IN THE PRESENCE OF AGGRESSORS. ROWS IN GREY INDICATE ACTIVE SHIELDING.

NUMBERS IN PARANTHESES INDICATE CHANGE WITH RESPECT TO THE CONFIGURATION WITHOUT AGGRESSORS

Fig. 25. Drive chain structure used to analyze the impact of process variation
on actively shielded clock nets. Sizes D and D are the same as listed in
Table IV.

differential signaling schemes in this section. We used voltage
ramps to simulate the drivers to avoid biasing the results toward

a particular driver/receiver architecture. The setup for differen-
tial signaling (Fig. 26) used the same total metal width as the ac-
tive shielding setup with equal shield and signal widths. To sim-
ulate a low-swing differential driver, the complementary signal
lines were driven by opposite-phase voltage ramps, each with a
voltage swing of 0.5 VDD, while the current was drawn from
the VDD power supply (which is similar to the operation of an
intermediate swing driver). The receiver is an ideal (zero-delay)
low-swing differential to full-swing single-ended converter. The
delays and slopes with the differential scheme (Fig. 27) are com-
pared using the full-swing output of the receiver. The ideal re-
ceiver does not drive any load and is primarily used for com-
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Fig. 26. Setup for differential signaling comparison. Total metal width is the same as the setup in Fig. 5 (whenW = Wsh). The ideal receiver at the end of the
line converts low-swing differential signals to full-swing single-ended signals.

Fig. 27. (a) Delays and (b) transition times with active shielding setup of
Fig. 5(b) and differential signaling setup of Fig. 26.

paring the effective slew rate and delay that would be seen by
an actual differential receiver to one that would be seen by a
single ended receiver (for the active shielding setup). The delays
with active shielding are smaller when m while the
transition times are faster with differential signaling for

m. At larger signal widths, the transition times with the two
schemes are comparable. Also, the differential signaling scheme
resulted in half the power consumption of the actively shielded
scheme since the voltage swing on the lines is only 0.5 VDD
(with the power supply as VDD), as opposed to full swing for ac-
tive shielding. In general, active shielding results in performance

that is much better than passive shielding but not clearly better
than differential signaling. The advantage of active shielding
lies in much simpler driver and receiver circuits (i.e., standard
CMOS inverters) than differential signaling, providing a reason-
able trade-off between design complexity and performance.

VI. CONCLUSION

The concepts of in-phase and opposite-phase active shielding
were proposed for RC and inductive wires, respectively. A
simple analysis showed that for RC-dominated wires, in-phase
switching of shields still helps to speed up signal propagation
with an acceptable increase in ringing. For wide inductive
wires, signal propagation is enhanced and ringing is reduced
by switching the shields in the opposite direction. Simulation
results show that for RC wires, converting a wide wire to
an actively shielded (in-phase) wire results in lower delays,
faster signal slopes, lower power consumption, and better noise
immunity. In-phase actively shielded wires were also shown
to have better performance in terms of delay and signal slopes
than passively shielded wires at the expense of higher power
consumption and slightly degraded noise properties. A simple
yet fairly accurate analytical model was developed to obtain the
optimal driver size distribution for in-phase actively shielded
wires. The opposite-phase active shielding concept was used
to optimize clock nets and resulted in up to 40% reductions
in transition times. It also resulted in much lower ringing (up
to a 4.5 reduction). Opposite-phase active shielding was
shown to achieve considerable gains even when worst-case
process corners were assumed. Optimal wire sizing rules for
opposite-phase active shielding were discussed. We also point
out that active shielding consumes extra power (as compared
to passive shielding) and should be used when the performance
gains justify the increase in power such as global clock distri-
bution.
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