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Due to technology scaling, microprocessor performance has 
increased tremendously albeit at the cost of higher power consump- 
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tion. Energy efficient operation has therefore become a very pressing I I I 
issue, particularly in mobile applications that are battery operated. 
Dynamic voltage scaling (DVS) was proposed as an effective 
approach to reduce energy use and is now used in a number of low- 
Dower Drocessor desims 111121131. 

ing is typically dictated by voltage and noise-sensitive circuits, such 
as pass-gates, PLLs, and sense amps and results from applying DVS 
to a processor "as is" without special redesign to accommodate oper- 
ation over a wide range of voltage levels. However, it is well known . . . . . . 

Most applications do not always require the peak performance 
from the processor. Hence, in a system with a k e d  performance 
level, certain tasks complete ahead of their deadline and the proces- 
sor enters a low-leakage sleep mode [4] for the remainder of the time. 
This operation is illustrated in Figure l(a). 

In DVS systems however, the performance level is reduced during 
periods of low utilization such that the processor finishes each task 
'.just in time: stretching each task to its deadline, as shown in Figure 
I(b). As the processor frequency is reduced, the supply voltage can 
be reduced. As shown by the equations below', the reduction in fre- 
quency [SI combined with a quadratic reduction from the supply 
voltage results in an approximately cubic reduction of power con- 
sumption. However, with reduced frequency the time to complete a 
task increases, leading to an overall quadratic reduction in the energy 
to complete a task. 

that CMOS circuits can operatcover a very large range of voltage 
levels down to less then 2 0 h V .  In such "subthreshold operating 
regimes, the supply voltage lies below the threshold voltage and the 
circuit operates using leakage currents. Work has been reported on 
designs that operate at subthreshold voltages [6][7] and it was 
reported that the minimum allowable supply voltage of a functional 
CMOS inverter is 36mV [9]. An example of a commercial product 
that uses subthreshold operation for extremely low power applica- 
tions is shown in [IO]. 

With some additional design effort, it is possible to significantly 
extend the operating voltage range of processors. One issue that 
needs to be addressed is the determination of a lower limit of the 
voltage range for optimal energy efficiency. The optimal voltage limit 
depends on two factors: the powerldelay trade-offs at low operating 
voltages and the workload characteristics of the specific processor. In 
this paper we address both of these issues. . .  

First, we show that the quadratic relationship between energy and 
Vdd deviates as Vdd is scaled down into the subthreshold region of 
MOSFETs. In subthreshold operation the "on-current" takes the form 
of subthreshold current, which is exponential with Vdd, causing the 
delay to increase exponentially with voltage scaling. Since leakage 
energy is linear with the circuit delay, the fraction of leakage energy 

Although dynamic energy reduces quadratically, at very low voltages 
where dynamic and leakage energy become comparable, the total 
energy can increase with voltage scaling due to the increased circuit 
delay. In this paper, we derive an analytical model for the voltage that 

reported (91 minimal allowable operating voltage of 36mV. We veri@ 
our model using SPICE and also study its trends as a function of dif- 
ferent design and process parameters. As one of the results, our work 
shows that operation at voltages well below threshold is never 
energy-efficient. 

A second issue that determines whether to aonlv such aeeressive. 

+: task1 ;+ task2 +; bSLl*+- task2 +: 

increases with supply voltage reduction in the subthreshold regime. 

minimizes energy and we show that it lies well above the previously 

! / t  i 
(a) (b) 

Figure 1. IIIwtration of optimal task scheduling 
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the expected workload of the processor. To analyze the energy effi- 
ciency of different low-power schemes, including MTCMOS and 
INSOMNIAC, we compare the energy consumption for a number of 
workload traces obtained from a processor running a wide range of 
applications. Our results show that most applications benefit signifi- 
cantly from an operating voltage range that is wider than what is 
available in most current DVS processors. Only very low activity 
applications with long idle times benefit greatly from pure MTC- 
MOS. 

The remainder of this paper is organized as follows. Section 2 pro- 
vides an overview of the voltage limit for functionally correct CMOS 
logic. Section 3 presents our analysis of the minimum voltage scaling 
limit for optimal energy efficiency. Section 4 presents our energy 
modeling for different low-power approaches. Section 5 presents the 
computation and analysis based on our workload energy modeling in 
Section 4. Finally, Section 6 contains our conclusions. 
2 Circuit Behavior at Ultra Low Voltages 

Before we derive the energy optimal operating voltage UI Section 
3, we first briefly review the minimum operating voltage that is 
required for functional correcmess of CMOS logic. The minimum 
operating voltage was first derived by Swanson and Meindl in [9] and 
is given as follows: 

where C,+ is the fast surface state capacitance per unit area, C,, is the 
gate-oxide capacitance per unit area, and Cd is the channel depletion 
region capacitance per unit area. For bulk CMOS technology, we 
know that subthreshold swing can be expressed as follows: 

(~d2) 
From this, we can rewrite EQI as follows: 

. 

(EQ 3) 
S 

~ S 2 m V . l n [ l + L  59.87rn V I  al3WK -~ 

For 0.18um technology S, ir typically in the range of 90mV/decade, 
and therefore 

' dd ,  limli 48mv ' (EQ 4) 

Hence, it is theoretically possible to operate circuits deep into the 
subthreshold regime given that typical threshold voltages are much 
larger than 48mV. In fact, SPICE simulation confirms that it is possi- 
ble to construct an inverter chain that works properly at 48mV, 
although at this point the internal signal.swing is reduced to less than 
3 h V .  Based on SPICE simulations, we find that it is possible to 
operate a wide range of standard library gates at similar operating 
voltages and that their delays track relatively closely to that of the 
inverter. However it is clear that there are practical reasons why oper- 
ating circuits at the minimum voltage is not desirable, such as sus- 

'ceptibility to noise and process variations [13]. We show in the next 
section that the minimum operating voltage for functionally correct- 
ness also does not provide energy optimal operation. 
3 Minimum Energy Analysis 

We first illustrate theenergy'dependence on supply voltage using a 
simple inverter chain consisting of 50 inverters. A single transition is 
used as a stimulus and energy is measured over the time period nec- 
essary to propagate the transition through the chain. The energy-Vdd 
relation is plotted in Figure 2. It is seen that the dynamic energy com- 
ponent E,,,, reduces quadratically while the leakage energy, €leab 
increases with voltage scaling. The reason for the increase in leakage 
energy in the subthreshold operating regime is that as the voltage is 
scaled below the threshold voltage, the on-current (and hence the cir- 
cuit delay) increases exponentially with voltage scaling while the off- 
current is reduced less strongly. Hence, the leakage energy Elmk will 
rise and supersede the dynamic e n e r ~  E,,,tiw at 18OmV. T h i s  effect 

. 

creates a minimum energy point in the inverter circuit that lies at 
20hV.  as shown in Figure 2. 

In the previous example, if the inverter chain is pipelined logic 
between two registers we are implicitly assuming that there is always 
one input transition per clock cycle. However, the switching activity 
varies across circuits 50 we include the input activity factor a, which 
is-the average number of times a node makes a power consuming 
transition in one clock period We now derive an analytical exprer 
sion for the energy of an inverter chain as a function of the supply 
voltage. Suppose we have an n-stage inverter chain with activity fac- 
tor of a The standard expression for subthreshold current is given by 
[ I l l :  

where. 

In EQ6 we again assume S, is 9GmVidecade. We now express the 
total energy E per clock cycle as the sum of dynamic, leakage 
energy': 

active + Elpot 

a ' " ' Eswiteh. inv + Pioaf ' 'd 

E G E  

(EO 7) 
= a. n. (f . cS. v : ~ ) + ( " .  vdd.  1 ~ ~ ~ ~ 1 .  (n . t 1 P 

where 
a - sircvit switching fanor 

Emb. switching nxrgy of a single imerter 

Pa 
td 
C, 
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. leakage ~ l T m f  ofa single invmcl 

First, we focus on finding an accurate estimate of 5. Let 

to -&lay ora single imrter 

denote the ideal inverter-delay with a step input and tp.ocnrol denote 
the actual inverter delay with an input rising time of 1,. We can com- 
pute 'p.s,ep based on a simple charge-based expression: 

'on 

where I,. is the average on-current of a inverter. Furthermore, for 
normal operating voltages, the step delay can be extended to the 
actual delay as follows [15], 

(EQ 9) 

Figure 2. Energy as B function of supply voltage for an inverter chain. 

I. No* that we as- fhaf skm circuit p e r  is negligible and can be ignored. This 
arrumptim is !amw to hold for welldesigned circuits in ~ormal (super-threshold) 
operation [IZ]. Using SPICE simulafionrwc haw found that this asrumorion holds 
in rubthrerhold Dpe~tion as well 

390 



"dd 

Figure 3. The ntia q in E Q l l  with Vdd (SPICE) 

It is shown in [ 121 that iff, > fprtl,oc,u~ (which is satisfied when an 
inverter drives another one of the same size, as in OUT modelling), 

(EQ 10) 
Substituting EQlO into EQ9 gives, 

(EQ 1 0  
Similar results hold for f p ~ x  [12]. We then can estimate the average 

$HL. o m n i  = o,wtr 

$ ~ ~ , , m u o i  = 1244s. ' p ~ ~ , s t e p  

$,acNd as: 

I 

. .  
However, we need to test if this linear model is valid for sub- 

threshold operation. To justify the linear modelling of fp.ocruoi with 
I,,.+, at such a wide supply voltage range, we plot the calculated q as 
a function of Vdd, based on SPICE simulation in Figure 3. 

From Figure 3, it is clear that the coefficient q increases as the 
supply voltage is reduced to the subthreshold regime. Other factors 
affecting the accuracy are that EQ5 does not perfectly model Isub in 
subthreshold operation' and that voltage swing degrades at ultra low 
supply voltages. Taking these factors into account, for the target tech- 
nology we set an effective q=2.1 for subthreshold operation. 

As the supply voltage reduces, the total energy consumption 
reaches a minimum at some supply voltage (referred to as VmiJ since 
the delay of the circuit increases and the circuit now leaks over a 
larger amount of time. Substituting the equation for circuit delay 
EQ12 into EQ7, we obtain the following expression for total energy: 

Figure 5. Imerler ehaln Energy-Vdd (snalflepl model vs. SPICE) 
EQ5 into EQ13, we now arrive at OUT final expression for the total 
energy as a function of supply voltage for subthreshold operation: 

Based on this simple expkssion of total kexgy, we can find the 
/ av,, = 0. Let 

/ = E . , - .  2 (EQ 15) 

.=I (EQ 16) 

By doing this, we can easily find that only if uazd( r  =3) can E have a 
min ium,  which means the lowest V,, is 3mVp This corresponds to 
n A  ifq=Z.I, a=0.2. 

Since EQl5 is a non-linear equation, it is impossible to solve it 
analytically. Hence, we use ewe-fitting to arrive at the following 
closed-form expression: , = 1.s871nu-2.3Ss IEO 17) 

optimal minimum energy voltage Vmh by setting 
u=q.nla and f=V&V, we obtain: 

We rewrite the above equation as: 
I 

f - l  

~. I 

SubstiNling the ongnal vanablcs gves the following final expres- 
sion for the energy ophmal voltage. 

Vmin = [ .  1587h ( q :I- Z . U S  1 mVT (EQ 18) 

Note that in the presented model, the only parameters that arc 
technology-dependent are and m. Hence, when we switch from one 
technology to another, it is only required to determine these two 
parameters which is readily accomplished. Interestingly, the total 
energy in EQ14 and the optimal energy voltage Vmin do not depend 
on the threshold voltage V,h, as verified using SPICE. This indepen- 
dence is caused by the fact that in subthreshold operation both leak- 
age and delay have similar dependencies on V,, apd hence the effect 

v - n  
I.. 

o s 4  . . . . , . . 
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Figure 1. Minimal energy V,, with NAND2 eRwlive stage number nH 

of V,,, on the totalenergy cancels out. Also, we find that the mini- 
mum energy voltage is strongly dependent on the number of stages in 
the inverter chain. This is due to the fact that in a longer inverter 
chain more gates an leaking relative to the dynamic energy compo- 
nent, causing Vmin to occur at a higher voltage. Finally, we point out 
that Vmin is strongly related~to the activity factor a In a circuit with a 
lower a, V,, occurs at a larger voltage than in a circuit with higher 
a, because a lower a gives the circuit more time to leak and effec- 
tively increases the stage number, as shown in Figure 4. We therefore 
introduce the notation of effective stage number as I . 

In order to verify the accuracy of the proposed model, we com- 
pared the results from EQ14 with SPICE simulations for inverter 
chains of different lengths. In Figure 5, we compare the energy-Vdd 
relationship predicted by the proposed analytical model in the sub- 
threshold region with SPICE simulation results for an industrial 
0.18um process. The plot shows a range of effective inverter chain 
lengths ( n g .  As shown in Figure 5, the analytical model matches 
SPICE well, except at voltages less than I h V .  In this region, the 
model tends to underestimate the rise in energy consumption due to 
the dramatic increase of q from Figure 3, resulting in a delay that is 
p a t e r  than expected. However, this is not a severe problem since the 
important region of modeling is around Vmin. where the proposed 
model shows good accuracy. 

In Figure 6, we compare the predicted minimum energy voltage 
Vmin based on our model with lhat measured by SPICE simulation. In 
the plot, the results using the fined closed-fonn expression of EQl8 
are shown as well as the numerical solution of the non-linear equa- 
tion in EQIS. As can be seen, both match SPICE with a high degree 
ofaccuracy for a wide range of effective inverter chain lengths nef 

We now consider the energy optimal voltage for more complex 
gates, such as NANDs and NORs. Based on SPICE simulations for a 
2-input NAND (NAND2). we find that the minimum voltage Vmin 
shifts upward compared with the inverter chain. This is caused by the 
fact that for a chain of NAND2 gates, the number of leaking PMOS 
transistors is doubled in every other gate and NMOS transistors are 
twice the sire compared to the inverter. The capacitance increase 
does not affect the V,,,, because the delay and the switching energy 
are proportional to the loading C,. Now we introduce n'efiim as the 
equivalent stage number of a inverter chain that gives the same Vmin 
as a NAND2 chain with n&nond2. The n 'qim proves a little smaller 
than twice n e e  due to the stack affect in the nmos transistors and 
a slightly larger dnving ability of the pull-down nmos. We therefore 
compute n ' a i m  value for the NAND2 chain: 

"'e//.inv - ' leak,  nand2 ,  & 
"efl, nand2 Ilrak, in? *on, nand2 

1.91 (EQ 19) __ 
- 1.1 
= 1.74 

Using this n ' d h  we obtain an accurate match between the mod- 
eled Vmin and SPICE simulation as shown in Figure 7. Other complex 
gates can be modeled in a similar way by calculating an appropriate 

n 'efiirm value. 

4 Energy Modelling for Different Low-Power 
Approaches 

In this section, we compare the energy efficiency of MTCMOS- 
based power gating and DVS. First, we define five different systems: 

Sb . , a basic system with clock gating but without power-gating 

S,ts"Tl a ;:tern with the ability of power-gating during idle 
mo e c oc 
Sdvrpg, a partial DVS system with power-gating abili where the 
nunimum scalable voltage is Vlimi,, set to be Vdd2 in $e next sec- 
tion. 
Sdvsmlr a system similar to Sdvrpg but without power-gating. 
s ird an INSOMNIAC system with unlimited voltage scaling 
a I ity, own to the energy optimal voltage. 
For S,,i,, the energy consumption during idle mode is leakage 

and we can model the totally energy for workload Ekic as: 
Eba,ic = p ~ ~ ~ , ~ d d " ~ ~ ' p i ~ ~ k ' ~ f ~ ~ ' t ~ / J ~  (EQ 20) 

where ton is the time the processor stays busy and to@ the idle time. 

0rad.Y.s. 
ating is implied). 

For S,,,,,, the energy consumption is modeled as: 
Emtcmo, = pocr, vdd' 'on +Pl rak  ' 'mtEowrhead 

1 (EQ21) 

where Eov+,hd is the overhead energy when gating the power sup- 
ply, the CpOwerrail is the virtual supply rail capacitance, CinremOl is the 
total internal node cap, Csiw is the gate capacitance of the sleep 
transistors. Eowrhd results from three sources: the power rail charge 
loss, the circuit internal node charge loss and sleep transistor gate 
charge needed to conduct power gating. Depending on whether a 
header or fmter transistor is used in S,,,, the processor will lose 
the voltage level on virtual Vdd or virtual ground respectively, shortly 
after it enters sleep mode [IS]. Without loss of generality, we use the 
average between virtual ground and virtual Vdd capacitance. To con- 
sider the internal node capacitances, we assume half of internal nodes 
are in at 110. Hence, half ofthe internal nodes are charged high or 
discharged low. 

According to recent rescarch in [ I  SI[ 191, the virtual power rail can 
be restored in several cycles if the circuits is carefully designed and 
thus the wakeup process can be treated as instantaneous compared to 
the thousanddmillions of cycles of useful operation. 

In order to model Sdvspg and Sdvsonlr we must know how a DVS 
system implements the voltage xaling process. There are several 
ways lo design a DVS system [16][17]. In this paper, we assume a 
method similar to the IBM405LP [17], which is illustrated in Figure 
8. First, we define some system constants: 

'overhead = 5 '  Cporonoil ' i d + ; -  C i n r e m d  v i d t C d e +  6 

7,= l u $ t h  UIOstanftimeit tahstodcthe huTMey 
k"= h V h U ,  ur s e  ofur regulator to deals ur "Oltags 

Suppose the system scales from state (VI, fl) to (V2, a), then 
there are two possible cases: 
I .  Scaling voltage down - V, 5 VI 
For Sdvsonlr the energy consumption for a certain application is: 

! ! +.,- 
Vdw-Doaa f ! 

j 

I -+i h.. p- L-+- L+ '4.4 
cv,,r,) f (vLf ,+r) !  cv,+vvrzi j CVJJ I cv,q 

I !  i 

! I 
$.& 

Vdtqe-Up ! 

Figure 8. lllu~tnnon of seallag process for a DVS system 
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Edvronb..sd = ( p ~ ~ , , ~ ~ + p l ~ ~ k , V ~ ) ' ~ J  (EQ 22) 

For Sdvspg,the energy consumption is 
+Ev.rcorr.f2. V I -  ~ 1 + ( ~ ~ ~ ~ , v ~ + ~ l ~ ~ t  v ~ ~ ' f ~ ~ ~ r + P ~ ~ ~ k , V y 2 " i d l r  

' d w p g . r d  = ('act. V ,  c p l r d ,  V , )  " J  

+ E " d * ,  / 2 .  " I  + vz + ( P a  v* + PI,,k, vi) ' L, 

+~-(!'c-",,,",l'~:+~,l.,' 2 '  ~:+f-Cp.v.rr.i l '  4)  

(EQ 23) 

In both cases, 
i f ( v l . r q u r s r S  "limir) 

i f ( v ~ , , ~ ~ " = ~ , < v l ~ ~ j , )  

"2 = v l . r c q w s i ~ ' i d l r  = o,6 

"2 = Y l i n i i ~ f i d l r ' o ~ s  = I 

where V2,qua, is the target voltage request by the application. 
2. Scaling voltage up -- V, > VI, for both Sdvsmly and Sdvrpg 

Ed,,.,, = (%,,,.*+P~,.~,v,)'~~+~~.~.I~.JI.vI-Y~ (EQ 24) 

+(pac, ,"2+pld ,  "i)'S~,,+f'CPov.,,.il'(V:-Y:) 

+ f ' CI",,,"d ' ( 4 - 4) 
For an optimal voltage up-scaling process, is always zero imply- 
ing that Sdvronly and Sdvrpg have the same expression of energy con- 
sumption. 

A key difference between scaling up and scaling down is that scal- 
ing up involves extra energy consumption caused by voltage level 
change as it draws current from the power supply to charge up the 
level difference. 

In order to make a practical comparison, we extract detailed phys- 
ical parameters from an existing Alpha processor h m  ifs layout as 
the basis for the following discussion (shown in Table 2). 

Table 2. Physical psnmrten from an Alpha processor in a 
0.lsum teehaology (without caches considered) 

BUSY 

447.34 pF U',,,, B pound) 

IDLE 

3519 669 p f  ,"urn31 node capactlancs 
(mmonnect meiuded) 

1"Lzl glue rapac,tance 948 079 pF c slm transislor gale cap 

In leading-edge processors leakage power is much more substantial 
than that shown in the baseline 0.18um Alpha processor. Therefore, 
we intentionally reduce the VI,, in this process IO make the leakage 
power around 11% of active power, which is reasonable for modem 
processors. 

Due to the fact that a DVS system involves a wide range of operat- 
ing voltages, the regulator efficiency (usually a buck dcdc  converter) 
will degrade if the loading power is small due to the internal loss of 
regulator becoming relatively large. We developed a regulator effi- 
ciency (qw,a,,r) model based on [20][21][22] to consider this 
effect. 
5 Energy Optimality for Different Work Loads 

AS discussed earlier, the energy optimal voltage depends on both 
circuit and technology characteristics. At the same time, the best 
choice for the minimum allowed voltage for a processor depends on 
its workload distribution. If the workload of a processor is such that 
low performance levels are never or rarely required, the minimum 
operating voltage for energy-efficient operating will be larger than 
the minimum voltage Vmin computed in Section 3. Furthermore, for 
MTCMOS, the length of idle perids determine whether the switch- 
ing overhead can be amortized. 

Hence, we studied a number of different applications running on 
Linux with a Transmeta Crusoe TM5600 processor with dynamic Figure 11. Energy savings with Smnmol for general worldasdr 



Ftgure 12. Energy savlngs with Sdnpl and Smw for genrnl workload 
influence the design choice of low-power systems. 

The energy savings for Smm, with general workloads are shown 
in Figure I I. S,,, is useful when activity is very low and the num- 
ber of cycles is large, which gives savings close to 100% and even 
better savings than Sdlvr This is. because energy is almost com- 
pletely due to leakage in the Sbssie system. The reason that we find 
negative savings for Smtmo. is because the extra power gating energy 
outweighs the potential leakage energy in ShiC 

Figure 12 contains the results for both Sdvsonly and Sdvrpg. A sys- 
tem without power gating is independent of the total number of 
cycles, which can be easily derived from the models in Section 4. 
When activity is high and the application nevm requests a voltage 
less than half V,, there will be no idle period if an optimal schedul- 
ing is used. Therefore no difference exists between SdvSmiy and 
S,+,,, at this activity range. When activity drops below a certain 
value and leads to requesting voltages lower than Sd,,, 
becomes better than Sdvumly b e c a w  of leakage saving. This con- 
h s  again that for modem state-of-the-art partial-DVS systems, it is 
helpful if the system also includes power-gating to avoid unwanted 
leakage at run-time. 

For Si-, the energy savings are independent of N, but for con- 
sistency we still plot the savings in three dimensions as shown in Fig- 
ure 13. It is clearly shown that Si,, can easily provide energy gains 
for a very wide range of activity, and gives much improved savings 
than Sd.,,,, or S,,,. Only when activity is very low does the 
energy savings become saturated, which occurs since the leakage 
dominates the overall system energy consumption. The system has 
scaled below Vmin at this point, as described in Section 3. 

6 Conclusions 
In this paper, we developed analytical models for the most energy 

efficient supply voltage (V,,,;”) for CMOS circuits. A number of inter- 
esting conclusions can be drawn: I )  Energy shows clear minimum in 
the subthreshold region since the time over which a circuit is leaking 

. (delay) grows exponentially in this region while leakage current itself 
does not drop as rapidly with reduced V,, 2) Vme does not depend 

on V,h if V,,,, is smaller than V,h, 3) the circuit logic depth and 
switching factor impacts V,, since it relates to the relative conmbu- 
tions of leakage energy and active energy and 4) the only relevant 
technology parameters to V . are subthreshold swing and the depen- 
dency of delay on input transition time. The analytical models pre- 
sented are shown to match very well with SPICE simulations. 

m’“. 

In the second p m  of the paper. we compare the energy w\’ings of 
different low-pouer schemes. namely, pure .MTCMOS. partial-DVS. 
partial-DVS uirh pouer gating, and INSOMSIAC (extended-VVS). 
The comparison for five applCcations traces recorded on a commer- 
cial processor shows that INSOMNIAC provides the largest savings. 
A comparison for arbitrary workloads shows that for the majority of 
different application activity ratios INSOMNIAC continues to yield 
the largest energy improvements. 
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