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Abstract—In this paper, we present a dynamic voltage scaling
(DVS) technique called Razor which incorporates an in situ error
detection and correction mechanism to recover from timing
errors. We also present the implementation details and silicon
measurements results of a 64-bit processor fabricated in 0.18- m
technology that uses Razor for supply voltage control. Traditional
DVS techniques require significant voltage safety margins to guar-
antee computational correctness at the worst case combination
of process, voltage and temperature conditions, leading to a loss
in energy efficiency. In Razor-based DVS, however, the supply
voltage is automatically reduced to the point of first failure using
the error detection and correction mechanism, thereby eliminating
safety margins while still ensuring correct operation. In addition,
the supply voltage can be intentionally scaled below the point
of first failure of the processor to achieve an optimal tradeoff
between energy savings from further voltage reduction and energy
overhead from increased error detection and correction activity.
We tested and measured savings due to Razor DVS for 33 different
dies and obtained an average energy savings of 50% over worst
case operating conditions by scaling supply voltage to achieve a
0.1% targeted error rate, at a fixed frequency of 120 MHz.

Index Terms—Dynamic voltage scaling (DVS), error detection
and correction, self-tuning processor, voltage safety margins.

I. INTRODUCTION

THE tremendous boost in microprocessor performance
enabled by technology scaling has come at the price

of ever increasing power consumption. Power budgets are
even more stringent for battery-operated embedded processors
which handle a broad spectrum of applications with diverse
energy and performance requirements [7], [14]. Dynamic
voltage scaling (DVS) is a widely used technique to reduce the
overall energy consumption of a processor, especially under
wide workload variations. In a DVS system, the supply voltage
and operating frequency are dynamically adjusted according
to application demands. Due to the quadratic dependence of
energy with supply voltage [12], significant energy savings are
achievable with DVS.

A critical issue for a DVS-enabled processor is determining
the safe operating voltage under which energy savings are max-
imized while guaranteeing correct operation under all condi-
tions. Traditional techniques [2]–[6] described in literature use
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a delay chain to determine the minimum voltage necessary for
error-free operation at a particular frequency. The delay chain
replicates the worst case critical path of the chip with addi-
tional latency margins. Design time characterization of the crit-
ical path determines the margins that need to be added in order
to ensure that the replica delay path is guaranteed to fail be-
fore the core does even in the presence of a worst case com-
bination of inter- and intra-die process variations, temperature
hot spots, and supply voltage uncertainties. The supply voltage
is then lowered to the point where the delay chain just fails to
meet timing. As silicon predictability reduces with technology
scaling, the safety margins are likely to increase [13]. This leads
to overly conservative operation given the extremely rare occur-
rence of worst case conditions [1]. Significantly greater energy
savings can be achieved with DVS by scaling the supply voltage
below the “always correct” voltage level dictated by safety mar-
gins and using an efficient mechanism to recover from rare worst
case errors.

We proposed a novel voltage management technique for DVS
processors, called Razor [1], which uses a delay-error tolerant
flip-flop on critical paths to scale the supply voltage to the point
of first failure for a given frequency. This allows voltage margins
to be eliminated, resulting in significant energy savings. In ad-
dition, Razor allows the supply voltage to be scaled even lower
than the first failure point into the subcritical region, deliberately
tolerating a targeted error rate, thereby providing additional en-
ergy savings.

The operational principle of Razor is illustrated in Fig. 1
which shows the qualitative relationship between the supply
voltage, energy consumption and pipeline throughput of a
Razor-enabled processor. The point of first failure of the
processor and the minimum allowable voltage of tradi-
tional DVS techniques are also labeled in the figure.

is much higher than under typical conditions,
since safety margins need to be included to accommodate for
worst case operating conditions. Razor relies on in situ error
detection and correction capability to operate at , rather than
at . The total energy of the processor is the sum
of the energy required to perform standard processor operations

and the energy consumed in recovery from timing er-
rors . Of course, implementing Razor incurs power
overhead due to which the nominal processor energy
without Razor technology is slightly less than . This over-
head is attributed to the use of delay-error tolerant flip-flops
on the critical paths and the additional recovery logic required
for Razor. However, since the extra circuitry is deployed only
for those flip-flops which have critical paths terminating in
them, the power overhead due to Razor is fairly minimal. In the
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Fig. 1. Qualitative relationship between supply voltage, energy, and IPC.

processor that we present in this paper, only 7.4% of the total
flip-flops were critical and needed Razor recovery protection.
The net power overhead due to Razor was less than 3% of the
nominal chip power.

As the supply voltage is scaled, the processor energy
reduces quadratically with voltage. However, as voltage is
scaled below the first failure point , a significant number
of paths fail to meet timing. Hence, the error rate and the
recovery energy increase exponentially. The pro-
cessor throughput also reduces due to the increasing error rate
because the processor now requires more cycles to complete
the instructions. The total processor energy shows an
optimal point where the rate of change of and
offset each other. Thus, in the context of Razor, a timing error
is not a catastrophic failure but a tradeoff between the quadratic
energy savings due to voltage scaling versus the overhead of
recovery due to errors.

In this paper, we present the first silicon implementation of
a Razor design [11]. We discuss the circuit structures used in
this new implementation and present silicon measurements for
33 tested dies. The 64-bit processor implements a subset of the
Alpha instruction set and was fabricated with MOSIS [10] in an
industrial 0.18- m technology. Voltage control is based on the
observed error rate and power savings are achieved by: 1) elim-
inating the safety margins under nominal operating and silicon
conditions and 2) scaling voltage 120 mV below the first failure
point to achieve a 0.1% targeted error rate. We tested and mea-
sured savings due to Razor DVS for 33 different dies and ob-
tained an average energy savings of 50% over the worst case
operating conditions by operating at the 0.1% error rate voltage,
at a fixed frequency of 120 MHz.

The remainder of this paper is organized as follows. In Sec-
tion II, we give an overview of Razor. Section III describes the
transistor level design and the operational details of the delay-
error tolerant Razor flip-flop. Section IV discusses the processor
implementation details. We present our measurement results in

Section V and discuss the Razor voltage control scheme in Sec-
tion VI. Finally, we offer concluding remarks in Section VII.

II. RAZOR OVERVIEW

Fig. 2(a) shows the conceptual representation of the delay-
error tolerant Razor flip-flop (henceforth referred to as the RFF)
and timing diagrams that explain its working principle. The
standard positive edge triggered D-flip-flop (DFF) is augmented
with a shadow latch which is transparent in the positive phase
of the clock and samples at the negative edge. Thus, the input
data is given additional time, equal to the duration of the posi-
tive clock phase, to settle down to its correct state before being
sampled by the shadow latch. In order to ensure that the shadow
latch always captures the correct data, the minimum allowable
supply voltage needs to be constrained during design time such
that the setup time at the shadow latch is never violated even
under worst case conditions. A comparator flags a timing error
when it detects a discrepancy between the speculative data sam-
pled at the main flip-flop and the correct data sampled at the
shadow latch. This is illustrated in Fig. 2(b) where the RFF
input transitions after the positive clock edge in cycle 2
causing the state captured at the shadow latch to be
different from that captured at the main flip-flop . This leads
to the signal being flagged.

Error signals of individual RFFs are OR-ed together to gen-
erate the pipeline signal which overwrites the shadow
latch data into the main flip-flop, thereby restoring correct state
in the cycle following the errant cycle. Thus, an errant instruc-
tion is guaranteed to recover with a single cycle penalty, without
having to be re-executed. This ensures that forward progress in
the pipeline is always maintained. Even if every instruction fails
to meet timing, the pipeline still completes, albeit at a slower
speed. Upon detection of a timing error, a micro-architectural
recovery technique is engaged to restore the whole pipeline to
its correct state.
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Fig. 2. Abstract view of the Razor flip-flop and conceptual timing diagrams.

Since setup and hold constraints at the main flip-flop input
are not respected, it is possible that the state of the

flip-flop becomes metastable. A metastable signal increases crit-
ical path delay which can cause a shadow latch in the succeeding
pipeline stage to capture erroneous data, thereby leading to in-
correct execution. In addition, a metastable flip-flop output can
be inconsistently interpreted by the error comparator and the
downstream logic. Hence, an additional detector is required to
correctly flag the occurrence of metastability at the output of the
main flip-flop. The outputs of the metastability detector and the
error comparator are ORed to generate the signal of the
RFF. Thus, the system reacts to the occurrence of metastability
in exactly the same way as it reacts to a conventional timing
failure.

A key point to note is the fact that metastability need not
be resolved correctly in the RFF and that just the detection of
such an occurrence is sufficient to engage the Razor recovery
mechanism. However, in order to prevent potentially metastable
signals from being committed to memory, at least two succes-
sive noncritical pipeline stages are required immediately before

storage. This ensures that every signal is validated by Razor and
is effectively double-latched in order to have a negligible prob-
ability of being metastable, before being written to memory. In
our design, data accesses in the Memory stage were noncritical
and hence we required only one additional pipeline stage to act
as a dummy stabilization stage.

Using the negative edge of the clock as the sampling trigger
for the shadow latch precludes the need for an additional clock
tree. This simplifies implementation because only a single clock
is required and prevents the excessive overhead of routing a
second clock tree just for the purposes of clocking the shadow
latch in the RFFs. The duration of the positive clock phase, when
the shadow latch is transparent, determines the sampling delay
of the shadow latch. This constrains the minimum propagation
delay for a combinational logic path terminating in an RFF to
be at least greater than the duration of the positive clock phase
and the hold time of the shadow latch.

Fig. 2(b) conceptually illustrates this minimum delay con-
straint. In cycle 4, the RFF input, , violates this constraint
and changes state before the negative edge of the clock, thereby
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Fig. 3. Distributed pipeline recovery mechanism.

corrupting the state of the shadow latch. Delay buffers are re-
quired to be inserted in those paths which fail to meet this min-
imum path delay constraint imposed by the shadow latch. The
insertion of delay buffers incurs power overhead because of
the extra capacitance added. A large shadow latch sampling
delay requires a greater number of delay buffers to be inserted,
thereby increasing the power overhead. However, a small sam-
pling delay implies that the voltage difference between the point
of first failure and the point where shadow latch fails is less and,
thus, reduces the voltage margin available through Razor timing
speculation. Hence, the shadow latch sampling delay represents
the tradeoff between power overhead due to delay buffers and
the voltage margin available for Razor subcritical mode of op-
eration. Using suitable clock chopping techniques, the duration
of the positive phase of the propagated clock can be configured
as required so as to exploit the above tradeoff.

A key point to note is the fact that the hold constraint im-
posed by the shadow latch only limits the maximum duration
of the positive clock phase and has no bearing upon the clock
frequency. Thus, a “Razor”-ed pipeline can still be operated at
any frequency as required as long as the positive clock phase is
sufficient to meet the minimum path delay constraint. In our de-
sign, for a sampling delay of 3.0 ns which is approximately half
the cycle time at 140 MHz, it was required to add 2388 delay
buffers to satisfy the short path constraint on 207 RFFs (7.4%
of the total number of flip-flops). The power overhead due to
these buffers was less than 3% of the nominal chip power.

Correct pipeline state is recovered in the event of a timing
error by engaging a distributed pipeline recovery mechanism, as
described in [1], which is based on a counter-flow pipeline archi-
tecture [9]. The primary requirement of the recovery mechanism
is to prevent corrupt state being committed to storage in memory
or the register file before being validated by Razor. In [1], we
have discussed two possible ways in which this can be achieved.
A centralized pipeline recovery mechanism uses the
signal as a global clock-gating signal to stall the pipeline for
a single cycle while the errant flip-flop recovers correct state.
This incurs only a one-cycle recovery penalty but imposes sig-
nificant timing restrictions on the signal which needs
to be distributed through the entire chip in less than one cycle.
In contrast, the distributed pipeline recovery mechanism places
negligible restrictions on the cycle time at the expense of ex-
tending recovery over several cycles.

Fig. 3 conceptually illustrates the working principle of the
distributed pipeline recovery mechanism. When a Razor error
occurs, two actions are taken. First, the computation in the stage

following the errant stage is nullified by a “bubble” signal which
indicates to the next and subsequent stages that the pipeline slot
is invalid. Second, a backward propagating flush train is trig-
gered by asserting the stage identifier (ID) of the failing stage.
In the following cycle, the correct value from the Razor shadow
latch data is injected back into the pipeline, allowing the errant
instruction to continue with its correct inputs. In addition, the
flush train begins propagating the ID of the failing stage in the
opposite direction of instructions. At each stage, the flush train
inserts a bubble in the corresponding pipeline stage as well as in
the immediately preceding stage. (Two stages must be nullified
because the main pipeline appears to move twice as fast rela-
tive to the flush train.) When the flush ID reaches the start of the
pipeline, the flush control logic restarts the pipeline at the in-
struction following the errant instruction. In the event that mul-
tiple stages experience errors in the same cycle, all will initiate
recovery but only the Razor error closest to write-back (WB)
will complete. Earlier recoveries will be flushed by later ones.

III. TRANSISTOR-LEVEL DESIGN OF THE RFF

Fig. 4 shows the transistor level circuit schematic of the RFF.
In the absence of a timing error, the RFF behaves as a standard
positive edge triggered flip-flop. The error comparator is a semi-
dynamic XOR gate which evaluates when the data latched by the
slave differs from that of the shadow in the negative clock phase.
The error comparator shares its dynamic node with the
metastability detector which evaluates in the positive phase of
the clock when the slave output could become metastable. Thus,
the RFF signal is flagged when either the metastability
detector or the comparator evaluate.

This, in turn, evaluates the dynamic gate to generate the
signal by ORing together the error signals of indi-

vidual RFFs (Fig. 5), in the negative clock phase. The
signal incurs significant routing and gate capacitance as it is
routed to every flip-flop in the pipeline stage and needs to be
driven by strong drivers. For an RFF, the serves to
overwrite the master with the shadow latch data. Hence, the
slave gets the correct data at the next positive edge.

The needs to be latched at the output of the dynamic
OR gate so that it retains state during the next positive phase
(recovery cycle) during which it disables the shadow latch to
protect state. In addition, the also disables all regular,
non-“Razor”-ed flip-flops in the pipeline stage to preserve the
state that was latched in the errant cycle. This is required to
maintain the temporal consistency of all flip-flops in the pipeline
stage. The stack of three pMOS transistors in the shadow latch
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Fig. 4. Circuit schematic of the Razor flip-flop.

Fig. 5. Restore generation circuitry.

increases its setup time. However, the shadow latch is required
only for runtime validation of the main flip-flop data and does
not form a part of the critical path of the RFF.

The signal, shown in the restore generation cir-
cuitry in Fig. 5, which is the half-cycle delayed and comple-
mented version of the signal, precharges the
node for the next errant cycle. Thus, unlike standard dynamic
gates where precharge takes place every cycle, the
node is conditionally precharged in the recovery cycle following
a Razor error. Precharge can take place without contention be-
cause in this cycle the slave latch has exactly the same data as the
shadow latch and is guaranteed not to be metastable. Hence, nei-
ther the error comparator nor the metastability detector evalu-

ates. A weak pMOS half-latch protects from discharge
due to leakage.

The RFF was compared with a standard DFF for power con-
sumption. Both are designed for the same delay (clk-q delay
setup time) and drive strength. The characterization setup con-
sists of the flip-flop under test driving a fanout-of-four (FO4)
capacitive load. The clock and the input data are each driven
by signals with a 100-ps transition time and with sufficient
delay between transitions on the data and the clock so as not to
violate setup time. The RFF was found to consume 22% extra
(60 fJ/49 fJ) energy when the sampled data does not change
state and 65% extra (205 fJ/124 fJ) energy when sampled data
switches. However, in the processor only 207 flip-flops out of
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Fig. 6. Metastability detector: principle of operation.

2801 flip-flops, or 7.4%, had critical paths terminating in them
and needed use of RFFs.

The measured power of the processor at 120 MHz at 25 C
for a supply voltage of 1.8 V was 130 mW. A simulation-based
power analysis was performed to compute the power overhead
of the RFFs and the delay buffers required to meet the short
path constraint. For a conservative activity factor of 20%, the net
power overhead due to RFFs was 0.31% and that due to delay
buffers was 2.6%. Thus, the total power overhead due to Razor
was computed to be less than 3% of the nominal chip power.
Thus, most of the additional power due to Razor is attributed to
the delay buffers added for meeting the short path constraint.

A. Metastability detection

As was mentioned in Section II, metastability can potentially
cause incorrect execution because of inconsistent interpretation
and increase in propagation delay. Therefore, we perform
metastability detection at the RFF node (as labeled in
Fig. 4) because fans out to the flip-flop driver and the
error comparator and thus, directly affects the RFF outputs,
namely and .

Fig. 6 illustrates the operating principle and characteristics of
the metastability detector. The metastability detector consists
of a p-skewed inverter and an n-skewed inverter (as la-
beled in Fig. 4) which switch to opposite power rails under a
meta-stable input voltage such that a dynamic comparator can
evaluate and latch the comparison result. Fig. 6(a) shows the DC
transfer characteristics of the skewed inverters compared to that
of the driver inverter, . The switching points are denoted as
the points where the 45 degree line intersects the DC transfer
curves. We note that the switching points for the p-skewed in-
verter and the n-skewed inverter lie on either side of that for .
During normal operation, when the output of the main flip-flop
is logically well defined, the output of and match. Thus,
the comparator does not evaluate and the dynamic node is not
discharged. However, when is metastable at approximately
VDD/2, the output of the p-skewed inverter is at a voltage
level near VDD and the output of the n-skewed inverter is

TABLE I
METASTABILITY DETECTOR CHARACTERISTICS

near ground. This causes the comparator to evaluate and dis-
charge the dynamic node, , thereby flagging the
signal.

It is imperative that the metastability detector is guaranteed
to evaluate for a voltage range of the input node for which
the fan-out of , namely the error comparator and the flip-flop
driver , have either logically undefined or logically inconsis-
tent outputs. This “ambiguous” band of voltage is defined as the
voltage range for which the outputs of either or the error
comparator are in between 10% to 90% of VDD. The range
of voltage for which the metastability detector actually evalu-
ates is defined to be the “detection” band of voltage. Fig. 6(b)
shows the DC transfer curve of inverter , the error com-
parator and the metastability detector. As is clearly shown in the
figure, the “ambiguously” interpreted voltage band is contained
well within the “detection” band. As shown in Table I, the “de-
tection” band subsumes the “ambiguous” band across different
process, voltage and temperature (PVT) corners to ensure cor-
rect operation under all conditions.

There is a certain delay between becoming metastable
and the detector correctly flagging such an occurrence. If re-
mains metastable for a very small duration of time, shorter than
the evaluation delay through the detector, then the dynamic node

is not discharged completely and hence the
signal can become metastable. A key point to note in this case
is that when the signal itself becomes metastable, the ac-
tual RFF output is already resolved and hence is not metastable.
Such a situation, therefore, does not constitute an actual failure.
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Fig. 7. Die photograph of the processor.

However, a metastable signal can potentially propagate
through the generation logic and cause unpredictable
behavior of the pipeline recovery infrastructure. This can cor-
rupt the processor state. Since the signal goes through in-
termediate logic gates and thus through several stages of gain
until generation takes place, it is very unlikely that
metastability at the signal can propagate to cause metasta-
bility at the node.

The probability of the node becoming metastable
was computed to be less than 2e-30 [8]. Despite this being
a sufficiently low probability, the unlikely event of this hap-
pening is detected by means of skewed flip-flops, as shown in
Fig. 5. A p-skewed flip-flop and an n-skewed flip-flop resolve
a metastable input to opposite power rails such that an XOR
comparator can detect the discrepancy by flagging the
signal. The outputs of the skewed flip-flops are latched before
being compared so that the signal itself has negligible
probability of being metastable. In the event of being
flagged, the entire pipeline is flushed and the failed instruction
is re-executed. Since forward progress is violated in this case,
the supply voltage is immediately increased to ensure that the
failed instruction completes. During the four months of chip
testing, such an event was never detected.

IV. RAZOR PROCESSOR DESIGN

We designed a 64-bit microprocessor implementing the
Alpha instruction set with Razor-based dynamic voltage man-
agement. The processor was fabricated in a 0.18- m industrial
technology. The die photograph and the relevant implemen-
tation details are shown in Fig. 7 and Table II, respectively.
The architectural state of the processor is observable and con-
trollable by three separate scan chains for each of the Icache,
Dcache, and the register file. The chip was tested by scanning in
instructions into the Icache and comparing the execution output
scanned out of the Dcache and the register file with a personal
computer emulating the same code. A 64-bit special purpose

TABLE II
PROCESSOR IMPLEMENTATION DETAILS

register keeps a record of the total number of errant cycles and
is sampled to compute the error rate for a particular run.

The core frequency is controlled by an internal clock gen-
eration unit (CGU). The CGU generates an asymmetric clock
in a range between 60 and 400 MHz in steps of 20 MHz. The
shadow latch sampling delay, defined by the duration of the
positive clock phase, is configurable from 0 to 3.5 ns in steps
of 500 ps. The CGU has a separate voltage domain that is not
voltage scaled. Hence, the core frequency and the shadow latch
sampling delay remains constant even when the core voltage is
dynamically scaled.

For the current implementation, we designed an off-chip
hardware loop for supply voltage control. The controller
samples the error register and accordingly adjusts the supply
voltage through an external voltage regulator. We report the
energy consumed by the processor only, not including the
external regulator. However, supply voltage control can be
achieved in software by means of a subroutine that reads the
error accumulator register, implements the control algorithm,
and interfaces with a regulator to adjust the voltage. An on-chip
voltage regulator can be designed such that the entire voltage
control loop is internally located.

V. MEASUREMENT RESULTS

We measured energy savings obtainable from Razor DVS at
140 and 120 MHz for 33 chips from two different fabrication
runs. As mentioned, Razor energy savings are due to both elim-
ination of voltage safety margins and operation below the point
of first failure in the subcritical voltage regime. For every chip,
we quantified the safety margin due to inter-die process varia-
tions by measuring the difference between the first failure point
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Fig. 8. Error rate and normalized energy measurement for chip 1 and chip 2.

TABLE III
ERROR RATE AND ENERGY/INSTRUCTION AT POINT OF FIRST FAILURE AND POINT OF 0.1% ERROR RATE FOR CHIPS 1 AND 2

of the slowest (worst case process corner) chip and the chip
under test. Temperature margins were computed by the shift in
the first failure point for a chip when operating at 105 C as op-
posed to operating at 25 C. In addition, by scaling the supply
voltage below the first failure point, we measured the minimum
voltage for which error correction is achievable with Razor and
the voltage where a 0.1% error rate is attained.

A. Energy Savings From Sub-Critical Operation

Fig. 8 shows the error rates and normalized energy savings
versus supply voltage at 120 and 140 MHz for two different
chips. Energy at a particular voltage is normalized with respect
to the energy at the point of first failure. For all plotted points,
correct program execution with Razor error correction was ver-
ified.

From Fig. 8, we note that the error rate at the point of first
failure is very low, and is on the order of 1.0e-8, because only a
few critical paths that are rarely sensitized fail to meet setup re-
quirements and are flagged as timing errors. As voltage is scaled
further into the subcritical regime the error rate increases expo-
nentially. The instruction per cycle (IPC) penalty due to the error
recovery cycles is negligible for error rates below 0.1%. Under
such low error rates, the recovery overhead energy is also negli-
gible and the total processor energy shows a quadratic reduction
with the supply voltage. At error rates exceeding 0.1%, the re-
covery energy rapidly starts to dominate, offsetting the quadratic
savings due to voltage scaling. For the measured chips, the en-
ergy optimal error rate fell at approximately 0.1%.

Table III shows the measured power at the point of first
failure and the energy per instruction for both the chips at the
point of first failure and at the point of 0.1% error rate. At
120 MHz, chip 1 consumes 104.5 mW at the first failure point
and 89.7 mW at an optimal 0.1% error rate, leading to 14%
energy savings with negligible IPC hit. The energy saving for
chip 2 is 17%. These savings are in addition to the energy saved
just by eliminating voltage margins. Fig. 9 shows the distri-
bution of the percentage normalized energy savings obtained
over the first failure point while operating at the 0.1% error rate
voltage for all the chips tested. At 120 MHz, the range extends
from 5% to 23% and from 5% to 19% at 140 MHz.

Fig. 10(a) shows the distribution of the first failure voltage
for the 33 measured chips. At 120 MHz, the measured range of
variation of the first failure point is from 1.46 to 1.76 V. The cor-
relation between the first failure voltage and the 0.1% error rate
voltage is shown in the scatter plot of Fig. 10(b). The 0.1% error
rate voltage shows a net variation of 0.24 V from 1.38 to 1.62 V
which is approximately 20% less than the variation observed for
the voltage at the point of first failure. The relative “flatness” of
the linear fit indicates less sensitivity to process variation when
running at a 0.1% error rate than at the point of first failure. This
implies that a Razor-enabled processor, designed to operate at
the energy optimal point, is likely to show greater predictability
in terms of performance than a conventional worst case opti-
mized design. The energy optimal point requires a significant
number of paths to fail and statistically averages out the varia-
tions in path delay due to process variation, as opposed to the
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Fig. 9. Distribution of normalized energy savings over first failure point at 0.1% error rate for 33 measured chips.

Fig. 10. Distribution of point of first failure and point of 0.1% error rate for 33 measured chips.

Fig. 11. Temperature margins.

first failure point which, being determined by the single longest
critical path, shows higher process variation dependence.

Fig. 11 shows the effect of temperature on the point of first
failure for a typical chip. Since critical path delay increases with
temperature, the first failure voltage also increases and shifts by
100 mV from 1.45 to 1.55 V for a temperature change from
25 C to 105 C.

B. Total Energy Savings With Razor

The bar graph in Fig. 12 shows the energy for chips 1 and 2
when operating at 120 MHz. The first failure voltage for chips 1
and 2, as shown in Fig. 8, are 1.63 and 1.74 V, respectively, and
therefore represent typical and worst case process conditions.

The first set of bars shows the energy when Razor is turned
off and the chip under test is operated at the worst case oper-
ating voltage at 120 MHz, as determined for all the chips tested.
This is the minimum voltage which guarantees error-free op-
eration for the slowest process corner silicon at the worst case
temperature of 105 C and a power supply drop equal to 10%
of the nominal voltage of 1.8 V. The point of first failure for the
slowest chip, among the 33 tested dies, is 1.76 V at 25 C which
increases to 1.86 V at 105 C, a change of 100 mV. To this, we
add an extra 0.18 V (10% of 1.8 V) as safety margin for supply
voltage drop, thus obtaining the worst case operating voltage of
2.04 V. Without Razor being enabled, all the chips would need
to operate at the worst case voltage in order to ensure correct
operation across all dies and operating conditions.

We measure the power consumption of chips 1 and 2 at this
voltage and quantify how much of the worst case power is due
to process, temperature, and voltage safety margins. We mea-
sure the power due to process margins of a chip by measuring
the difference in power consumption when operating at its own
point of first failure versus that when operating at the first failure
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Fig. 12. Razor energy savings.

voltage of the worst case chip. For example, chip 1 consumes
17.3 mW extra when operating at 1.76 V (the point of first failure
of worst case chip) as opposed to operating at its own first failure
point of 1.63 V. The power due to temperature margins is mea-
sured by the difference in power consumption when operating
at a voltage of 1.86 V (first failure point of worst case chip at
105 C) versus operating at 1.76 V. Similarly, the power due to
power supply margins is measured by operating the chip at the
worst case voltage of 2.04 V versus operating it at 1.86 V. At
2.04 V, chip 1 consumes 160.5 mW of which 27.3 mW is due to
safety margin for supply voltage drop, 11.2 mW is due to tem-
perature margin, and 17.3 mW is due to process margin. Chip
2 consumes 162.8 mW at the worst case voltage, as shown in
Fig. 12.

The second set of bars shows the energy when operating with
Razor enabled at the point of first failure with all the safety mar-
gins eliminated. At the point of first failure, chip 1 consumes
104.5 mW while chip 2 consumes 119.4 mW of power. Thus,
for chip 1, operating at the first failure point leads to a saving of
55.9 mW which translates to 35% saving over the worst case.
The corresponding saving for chip 2 is 43.4 mW (27% saving
over the worst case).

The third set of bars shows the additional energy savings due
to subcritical mode of operation of Razor. With Razor enabled,
both chips are operated at the 0.1% error rate voltage and power
measurements are taken. Since the operating frequency is kept
constant at 120 MHz and the IPC degradation is minimal at 0.1%
error rate, the percentage savings in power is an accurate es-
timate of the percentage savings in energy. At the 0.1% error
rate, chip 1 consumes 89.7 mW of power, which translates to
44% saving over the worst case (14% saving over operating at
the point of first failure). Chip 2 consumes 99.6 mW of power
at 0.1% error rate, which is a saving of 39% over the worst

Fig. 13. Distribution of total energy savings over worst case for 33 measured
chips.

case (17% saving over the point of first failure). The total en-
ergy gains for chip 1 (71 mW, 44%) and chip 2 (63 mW, 39%)
are comparable because the greater process margin in chip 1 (13
mW greater) is compensated by increased savings for chip 2 (4
mW extra) due to scaling below the first failure point.

The distribution of the percentage energy savings over the
worst case for all 33 chips at 120 and 140 MHz operating
frequencies is shown in Fig. 13. On average, we obtain ap-
proximately 50% savings over the worst case at 120 MHz and
45% savings at 140 MHz when operating at the 0.1% error rate
voltage.

VI. RAZOR VOLTAGE CONTROL

Fig. 14 shows the basic structure of the hardware control loop
that was implemented for real-time Razor voltage control. The
controller reacts to the error rate that is monitored by sampling
the error register and regulates the supply voltage to achieve a
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Fig. 14. Razor voltage control loop.

Fig. 15. Run-time response of the razor voltage controller

targeted error rate. The difference between the sampled error
rate and the targeted error rate is the error rate differential, .
A positive value of implies that the CPU is experiencing
too few errors and hence the supply voltage may be reduced. If

is negative, then the system is exhibiting too many errors
and hence the supply voltage needs to be increased.

The control algorithm is implemented on a Xilinx XC2V250
FPGA, which computes the error rate from the sampled register.
The pipeline signal, when flagged, increments the error
register. Thus, the error register is a measure of the total number
of cycles where the Razor recovery mechanism is initiated. The
controller on the FPGA reacts to the error-rate by adjusting the
supply voltage to the chip through a DAC and DC–DC switching
regulator. The DAC outputs an analog reference voltage to the
regulator based on the 12-bit control output from the FPGA.
The DC–DC regulator has a voltage gain of 1.76 and can source
a maximum current of 600 mA. It can easily supply sufficient
current to the chip which consumes less than 80 mA at 1.8 V.
We tested the controller using a program which has alternating
high and low error rate phases. At the high error rate phase,
the processor is executing high latency instructions and hence
the critical paths of the circuit are being exercised frequently.
Therefore, a higher supply voltage is required to sustain the tar-
geted error rate and vice versa.

The on-chip error counter is sampled at a frequency of
750 kHz and is accumulated within the field-programmable
gate array (FPGA). The algorithm updates the control output
at a conservative frequency of 1 kHz. If error rates are too
high, voltage is increased at a rate of 1 bit per millisecond.

Conversely, a low error rate caused a 1-bit decrease. This
corresponds to a voltage change of 2.15 mV at the output of the
DC–DC regulator feeding into the chip.

Fig. 15 shows a two-minute portion of the voltage controller
response for the two-phase program execution. The targeted
error rate for the given trace is set to 0.1% relative to CPU clock
cycle count. The controller maintains an average of 0.1% error
rate during the low error rate phase. In the high error rate phase,
the controller maintains an average of 0.2% error rate although
the median for the samples is still at 0.1% error rate. The control
target is not achieved in the high error rate phase due to the oc-
casional bursts in the error rate which increase the average error
rate beyond that of the target. The error rate is bursty in this
phase because a significantly greater number of critical paths
are exercised and hence there is a greater sensitivity to noise in
the supply voltage which causes the observed bursts. In the low
error rate phase, a much smaller number of paths are critical and
hence the sensitivity of the error rate to power supply noise is
also reduced significantly.

The controller response during a transition from the low-error
rate phase to the high-error rate phase is shown in Fig. 16(a).
Error rates increase to about 15% at the onset of the high-error
phase. The error rate falls until the controller reaches a high
enough voltage to meet the desired error rate in each millisecond
sample period. During a transition from the high error rate phase
to the low error rate phase, shown in Fig. 16(b), the error rate
drops to zero because the supply voltage is higher than required.
The controller responds by gradually reducing the voltage until
the target error rate is achieved. The average voltage maintained
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Fig. 16. Razor voltage controller: error-rate phase transition response.

during the low error rate phase is 1.59 V and the average voltage
maintained at the high error rate phase is 1.72 V, a difference of
130 mV. More efficient and complex control and error predic-
tion strategies are an area of ongoing research, including auto-
matic optimal error-rate selection.

VII. CONCLUSION

In this paper, we presented a self-tuning processor with
Razor-based DVS. Razor incorporates in situ error detection
and correction mechanisms to eliminate voltage margins and
to operate below the point of first failure. We presented the
design of a novel delay-error tolerant flip-flop that detects and
recovers from timing errors on the processor critical paths. With
Razor-based voltage management, we obtained 50% energy
savings over the worst case, on an average across 33 tested
dies, by operating at the 0.1% error rate voltage at a constant
frequency of 120 MHz. Since the energy-optimal voltage for
Razor occurs at moderately low error rates, it motivates design
optimization targeted at improving the delay of typically exer-
cised logic paths as opposed to the worst case critical path. As
process technology shrinks, Razor provides a solution toward
achieving computational robustness and faster design closure
in the presence of increasing silicon uncertainties.
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