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ABSTRACT 
Mobile applications with battery lifetimes on the order of 
thousands of days have placed stringent energy requirements on 
circuits.  In this paper, we propose a new energy optimization 
technique for ultra-low energy circuits operating in the 
subthreshold regime.  Our technique uses simultaneous gate 
sizing and supply voltage scaling to reduce energy.  We 
demonstrate the effectiveness of our technique on benchmark 
circuits and offer insight on the roles of the timing distribution 
and wire capacitance in determining the achievable energy 
reductions.   
Categories and Subject Descriptors: B.6.3 [Design Aids]: Optimization 
General Terms:Algorithms, Performance, Design 
Keywords: Subthreshold circuits, gate sizing, voltage scaling 

1. INTRODUCTION 
The rise of mobile computing has moved energy and power 
optimization to the forefront of the semiconductor industry.  For 
a growing class of applications, energy minimization is the 
overriding priority.  The ZigBee Alliance, for example, has 
specified a low power wireless standard for applications ranging 
from medical sensing to home security to home environment 
controllers [1].  While the performance demands of these 
applications are low, the target battery life is on the order of 
hundreds or thousands of days.  It is therefore very important to 
investigate techniques that minimize energy, potentially at the 
expense of performance. In this paper, we describe a new 
technique that uses simultaneous voltage scaling and gate sizing 
to achieve optimal energy.  We emphasize that the focus of this 
paper is energy minimization rather than power minimization 
since energy is a more relevant metric when battery life is the 
primary concern.   

Aggressive voltage scaling has emerged during the past few years 
as an extremely effective solution to the power and energy 
minimization problems.  Dramatic energy reductions are 
possible, particularly when voltage is allowed to scale into the 
subthreshold (Vdd < Vth) regime.  Much of the previous work 
focused on the functional limits of voltage scaling and techniques 
for extending those limits [2][3][4].  However, recent work has 
shown that the operating voltage that results in minimum energy 
consumption is well above the minimum functional voltage 
[5][6]. As voltage is scaled to subthreshold voltages, leakage 

energy increases significantly (due to a rapid increase in circuit 
delay) and places a limit on the energy efficiency of further 
voltage scaling.  Design techniques for maximizing energy 
efficiency in the subthreshold regime remain largely unexplored 
and deserve attention.   

In the superthreshold regime (Vdd > Vth), it is widely known that 
minimum energy operation is obtained by setting gates to their 
minimum sizes, thereby reducing the dynamic energy as much as 
possible. However, in this paper we find that this is typically not 
true in the subthreshold regime. We show that increasing the 
sizes of certain gates in a circuit will reduce the overall leakage 
energy of the circuit. As a result, the minimum energy operating 
voltage can be reduced, thereby improving overall energy 
efficiency.  We therefore propose a new optimization technique 
that alternately sizes gates and scales voltage to achieve 
minimum energy operation. It is important to note that we are not 
strictly decreasing leakage.  We use leakage reductions to enable 
supply voltage reductions. This new sizing technique is unique in 
two respects: it reduces total energy by increasing gate sizes and 
it simultaneously sizes gates and scales supply voltage.  Our 
sizing tool reduces energy by up to 15% in benchmark circuits 
compared to the case when only voltage scaling is used.  

The remainder of this paper is organized as follows.  In Section 
2, we describe the key implications of low voltage design.  We 
then describe our energy optimal gate sizing/voltage scaling tool 
in Section 3 and present a detailed analysis of the performance of 
the tool on a set of benchmark circuits in Section 4.  Finally, we 
summarize the key conclusions of this paper in Section 5. 

2. OPTIMIZATION OPPORTUNITIES 
We begin our exploration of low voltage optimization 
opportunities by considering a chain of 50 inverters in a 130nm 
technology with an activity factor (α) of 0.2. Complex circuits 
behave similarly to the simple inverter chain, so our discussion is 
relevant for circuits of varying complexity. Figure 1 shows the 
energy consumed by the inverter chain per cycle as a function of 
Vdd.  As predicted in [5][6], energy reaches a minimum at a 
voltage (called Vmin) due to the rise in leakage energy but 
continues to function below 100mV.  The rise in leakage energy 
is a result of the rapid increase in delay when Vdd drops below 
Vth.  For this circuit, leakage accounts for 33% of the total energy 
at Vmin and offers a unique optimization opportunity. 

Reducing leakage results in two benefits, both illustrated in the 
inset of Figure 1.  On one hand, leakage at Vdd=266mV is 
reduced.  More importantly, Vmin is reduced, enabling further 
energy savings.  It is evident that dynamic energy and leakage 
energy must be optimized simultaneously.  Optimization of only 
dynamic energy (via reduction of Vdd) yields a circuit that is very 
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sensitive to leakage.  Addressing leakage is consequently a high 
priority for energy optimality at low Vdd.   

The energy consumed by a circuit per clock cycle may be 
represented as the sum of dynamic and leakage energies as 
shown in Equation 1. Cs is the switched capacitance, Ileak is the 
leakage current for the circuit, and TCLK is the clock period. 

E = E DYN + E LEAK = 1
2

⋅ C s ⋅ V dd
2 ⋅ α + I leak ⋅ V dd ⋅ TCLK

(Eq. 1) 

By reducing TCLK through gate sizing, the designer can decrease 
the amount of time that a circuit leaks per instruction.  As long as 
the energy overhead of the sizing technique is low and a 
relatively small fraction of the total paths are critical, a reduction 
in TCLK can yield significant leakage energy reductions. This 
leakage reduction, in turn, will drive further reduction in Vmin. 
The notion of increasing gate sizes to reduce energy consumption 
is counterintuitive.  Low power designers have typically chosen 
minimum-sized gates in order to reduce the dynamic energy 
consumed by a circuit.  The authors of [4] point out that gate 
sizes may be increased to achieve energy reduction if there are 
few critical paths but suggest that this is a special case.  As we 
discuss further in Section 4.1, we find that a skewed, unbalanced 
timing distribution with relatively few critical paths is common 
for a minimum sized design. 
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Figure 1. Energy in an inverter chain (n=50, α=0.2) is 
minimized at Vdd=266mV due to the rise in Eleak 

3. A LOW VOLTAGE SIZING TOOL  
The simultaneous scaling of Vdd and sizing of gates is a difficult 
problem since the two degrees of freedom (gate sizes and Vdd) 
are interdependent.  A change in the sizing of the circuit causes 
the energy optimal supply voltage (Vmin) to change.  Conversely, 
changing Vdd alters the timing and leakage characteristics of a 
circuit and affects the energy optimal sizing point.  The problem 
may be formulated as a multi-dimensional constrained 
optimization as shown in Figure 2(a), where W is the set of all 
gate sizes and Wi is the size of gate i.  WL,i and WU,i are the lower 
and upper bounds for the size of gate i.  Within those bounds, 
gate sizes may only assume discrete values set by the standard 
cell library.  We do not initially place a constraint on total circuit 
area.  We will investigate the implications of this decision in 
Section 4.3.  VL and VU are the lower and upper bounds on Vdd.   

A general nonlinear optimizer [7] could be used to solve the 
constrained optimization problem in Figure 2(a).  However, such 
general optimization methods often incur high runtimes, making 
optimization of large circuits impractical.  In this paper, we re-

formulate the problem as two simpler sub-optimization steps that 
are performed iteratively as shown in Figure 2(b).  The two sub-
optimizations are: (1) supply voltage optimization, and (2) sizing 
optimization.  Both sub-optmization problems are well known 
and a number of different methods are available for solving them 
efficiently.  For the supply voltage optimization, we use a binary 
search and for the sizing optimization we use a simple sensitivity 
based method similar to the approach in [8].  

 
Figure 2. (a)The simultaneous optimization of gate size and 
supply voltage may be formulated as a two dimensional 
constrained optimization. (b) We simplify the problem by 
breaking it into two simpler optimization steps. 
Figure 3 shows pseudo-code describing the operation of the 
sizing algorithm.  The top-level optimization iterates between the 
two sub-optimizations to converge on the optimal solution. The 
algorithm begins with a circuit composed entirely of minimum-
sized gates operating at a sufficiently high voltage (i.e. well 
above Vmin).  Using this initial approximate solution, the first 
sub-optimization is solved to find the energy optimal supply 
voltage (Vmin) for the unsized circuit using SPICE-generated 
characterization data.  At this voltage, leakage represents a 
significant portion of total energy, and the sensitivity of leakage 
to gate sizing is very high.  A sizing optimization is performed at 
this Vdd=Vmin.  Each gate in the circuit is evaluated using a 
sensitivity metric to determine the change in energy that would 
result from a unit increase in gate size.  The gate with the highest 
sensitivity is then sized up.  Sizing continues at the same voltage 
until gate sizing no longer results in an energy improvement.  At 
this point, a new supply voltage optimization is performed and 
Vmin is again determined for the circuit.  Iteration between 
voltage optimization and sizing optimization continues until 
convergence.  We now show that this iterative formulation will 
converge to an optimal solution. 

 
Figure 3. Pseudo-code for a low voltage sizing tool.   
To guarantee convergence, we assume that the two sub-
optimizations are ideal.  In other words, we require: 1) that the 
Vdd optimizer returns the energy optimal supply voltage, Vmin, for 
a fixed set of gate sizes, W and 2) that the gate size optimizer 
returns the energy optimal set of gate sizes, Wmin, for a fixed 
supply voltage, Vdd.  It is also assumed that any change in Vdd or 

 Minimize: E(W,Vdd) 

 Subject to: WL,i<Wi<WU,i

    VL<Vdd<VU
 Minimize: E(W) 

 Subject to: WL,i<Wi<WU,i

(a) (b) 

W=Wmin 

W Optimization: 
     do{ 
            evaluate energy sensitivity of all gates; 
            Wi=size up gate with maximum sensitivity; 
            Wmin=Wi if ETOTAL has reduced; 
          } while(ETOTAL < K·Eminimum) 

Vdd Optimization: 
     Vmin=do_binary_search; 

Has (Vdd, W) 

changed? 
Yes 

Vdd=Vmin 

Initialization: (Vdd, W) = (Vdd,0, W0); 

Halt No 

 Minimize: E(Vdd) 

 Subject to: VL<Vdd<VU

   

 
Energy reduction due to 

decrease in leakage 

Energy reduction due to 
decrease in Vdd 
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W suggested by a sub-optimizer reduces the total energy.  
Furthermore the outputs of the Vdd optimizer and gate size 
optimizer may be described by functions f(W) and g(Vdd), 
respectively, where f(W) gives Vmin for a particular set of gate 
widths and g(Vdd) gives the set of Wmin for a particular Vdd. 

 
Figure 4. The hypothetical output of the two sub-optimizers 
is plotted (solid lines).  Dashed lines show the path traversed 
by the top level optimization as the optimum is approached. 
The characteristic curves for f(W) and g(Vdd) are plotted in Figure 
4.  For clarity of illustration, the total width is shown on the Y-
axis, although the figure can be extended to a multi-dimensional 
space where each individual gate size is an individual gate width.  
The solution to the top level optimization lies at the point where 
f(W) and g(Vdd) intersect.  At this point, both gate sizing and 
supply voltage are optimal.  Our optimization algorithm will 
iterate back and forth between f(W) and g(Vdd) until convergence 
as shown with arrows on the diagram.  The optimization will 
converge as long as the following conditions are satisfied:  
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Note that the first two conditions in Equation 2 tend to push 
optimization toward larger gate sizes and lower Vdd.  In other 
words, a reduction in Vdd causes an increase in W, which causes 
further reduction in Vdd.  The first condition requires that an 
increase in W always leads to a reduction in Vmin.  It is clear an 
increase in W results in larger dynamic energy consumption.  
However, we know that the total energy consumption is reduced 
by such a gate size increase since this is the objective of the 
optimizer.  Consequently, an increase in W results in a higher 
dynamic energy/leakage energy ratio.  In [5] and [6], it was 
shown that a circuit with a larger dynamic/leakage energy ratio 
tends to have a lower Vmin.  This shows that an increase in 
transistor width by the sizing optimizer will result in a Vmin that 
is lower, satisfying the first condition in Equation 2. The second 
condition means that a reduction in Vdd always leads to an 
increase in Wmin.  We saw in Section 2 that a reduction in Vdd 
causes leakage energy to increase.  To mitigate this leakage, the 
gate size optimizer will reduce TCLK further by increasing the 
sizes of the gates along the critical path.  Hence, a Vdd reduction 
will lead to a gate size increase, which satisfies the second 
equation in Equation 2.  The third and fourth conditions, which 
place requirements on the second derivatives of f(W) and g(Vdd) 
are satisfied because the energy overheads of gate sizing and Vdd 
scaling force f(W) and g(Vdd) to saturate near the optimum. 

To model delay and energy in our sizing algorithm, we use 
SPICE characterization data for a 130nm standard cell library at 
twelve voltage points ranging from 130-350mV.  This range of 

voltages is sufficient to contain all Vmin values for a variety of 
benchmarks under widely varying switching activity conditions. 
We verify our sizing algorithm using a set of benchmarks that 
includes the ISCAS85 benchmarks as well as two more complex 
circuits.  The standard cell library contains 38 cells including 
inverters, 2 and 3-input NAND gates, 2 and 3-input NOR gates, 
and buffers of various sizes.  Each benchmark is originally 
synthesized using only minimum-sized gates.  The average 
switching activity values for each node are extracted from a 
Verilog simulation assuming an input switching activity of 0.2.  
In addition, we use a simple wireload model of the form 
k(1+0.4(FO-1)), where k represents the wire capacitance for a 
gate with one fanout, and FO is the number of fanout gates at the 
node of interest [9].  For our technology we choose k=5fF which 
corresponds to a wire length of approximately 20µm.    

Table 1. Results of sizing various benchmarks 
B e nc hm a rk N um be r o f  

G a te s
∆ E  T OT A L 

(%)
∆ E DY N /  

∆E T OT A L  ( %)
∆A re a   

(%)

c432 161 8.6 85 39.9

c499 544 5.9 99 20.1

c880 366 6.1 71 32.1

c1908 507 5.6 91 26.7

c1355 582 8.4 96 30.4

c2670 860 11.4 80 27.9

c3540 984 7.6 80 15.5

c5315 1668 11.7 84 19.8

c6288 2480 5.7 80 21.8

c7552 2087 15.0 81 39.8

SOVA 17559 14.7 85 47.2

R 4 35039 13.9 96 60.9  
4. RESULTS 
In this section, we examine the energy reductions achieved using 
our new optimization technique.  Table 1 summarizes the 
performance of our sizing tool on a number of benchmarks.  The 
column labeled �∆ETOTAL� lists the energy reductions achieved 
using our technique.  It compares the energy of the unsized 
design at Vdd=Vmin,unsized and the energy of the sized-up design at 
Vdd=Vmin,sized-up.  Table 1 also includes a column labeled �∆EDYN 
/∆ETOTAL.� This quantity represents the fraction of energy savings 
attributed to dynamic energy improvement. Though we initially 
target leakage reduction, most of the energy benefits are a result 
in Vmin reduction. We also list the area penalty (∆Area), which is 
the increase in total transistor width as compared to the unsized 
design. Across all of the benchmarks, we observe that energy 
improves by 5.6% to 15% with the area penalty ranging from 
15.6% to 60.9%. In the remainder of this section we look closely 
at the key factors affecting the efficiency of our algorithm. 

4.1 The Effect of the Timing Distribution 
The proposed sizing technique ultimately requires some timing 
slack to be effective.  Timing slack is not easily exploited in a 
well-balanced circuit with many near-critical paths since many 
gates must be sized up to achieve small changes in TCLK.  As a 
result, as with traditional power optimization techniques our 
approach is more effective at reducing energy when a circuit has 
few critical paths. Figure 5 shows the timing distributions for 
c499 and c7552 before and after the completion of all gate sizing.  
The �before� and �after� distributions are measured at different 
Vdd but are normalized to their respective TCLK values to facilitate 

Vdd 

( )ddmin VgW =

( )WfVmin =
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comparison. It is obvious from the initial timing distributions that 
c499 has many more critical timing paths than c7552 since the 
average relative path delay in the c499 initial distribution is 
much higher than that of the c7552 distribution. The shapes of 
the distributions suggest that c499 is well balanced compared to 
c7552.  After gate sizing, the timing distribution of c499 moves 
slightly, but the shift in the c7552 distribution is far more 
significant.  It is not surprising that the energy reduction 
achieved in c499 (5.9%) is much lower than in c7552 (15.0%). 
These observations show that the shape of the timing distribution 
is a strong indicator of whether or not our technique is effective 
at reducing energy.  We can confirm this observation by finding 
the correlation between the �criticality� of a timing distribution 
and the observed energy savings.  We quantify the �criticality� of 
an initial timing distribution using the average path delay and 
find that energy savings and average path delay are related with a 
correlation coefficient of 0.62.  Only nine benchmarks are 
included in these calculations because the runtime to generate 
path distributions is prohibitive for large circuits.   
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Figure 5. Timing distributions for c499 and c7552 behave 
differently.  Delay is normalized to the clock period (TCLK). 
4.2 The Role of Wire Capacitance 
The dynamic, leakage and total energy savings achieved for the 
c7552 benchmark are plotted as a function of wire capacitance in 
Figure 6(a).  The change in transistor width after gate sizing is 
also plotted.  At small wire capacitances, the change in total 
width is small (<20%).  In this region, gate capacitance tends to 
dominate total load capacitance, minimizing the benefit of gate 
sizing. As wire capacitance grows, gate sizing becomes 
beneficial, as evidenced by the increase of both transistor width 
and energy savings in Figure 6(a).  Designs with long routes will 
therefore benefit from combined Vdd scaling and gate sizing.  
Most of the energy reduction in Figure 6(a) is due to dynamic 
energy reduction.  This is consistent with the results of Table 1, 
which shows that reductions in dynamic energy are responsible 
for 71-99% of total energy reductions.  Put another way, the 
primary target of simultaneous Vdd scaling and gate sizing is 
reduced dynamic energy rather than reduced leakage energy.   
4.3 Mitigating the Area Penalty 
Though we assume energy to be the most important metric, we 
cannot ignore the area of the circuit.  An increase in area is 
accompanied by an increase in cost.  For many low energy 
applications (for example, a widespread sensor network) cost and 
area are overriding priorities [10].  The area penalties listed in 
Table 1, ranging from 15.6-60.9%, may result in an intolerable 
cost for such applications. By adding an area constraint to the 
minimization problem expressed in Section 3, the cost of sizing 

can be reduced.  Figure 6(b) highlights the effectiveness of our 
sizing technique when an area constraint is asserted for several 
benchmarks. In the case of the R4 benchmark, the area penalty 
can be reduced from 60.9% to 26.4% with only 10% reduction in 
the energy savings.  The assertion of an area constraint is simple 
and should be considered by designers with area limitations.   
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Figure 6. (a) Energy savings (% of total energy) and change 
in total transistor width as a function of wire capacitance. (b) 
Energy savings (% of total energy) as a function of the 
maximum allowable area penalty. 

5. CONCLUSIONS 
In this paper, we describe a technique that uses a combination of 
gate sizing and Vdd scaling to reduce energy.  Our technique uses 
leakage energy reductions to drive extended voltage scaling and 
achieves total energy reductions of up to 15% across a set of 
benchmark circuits.  Our results show that different design types 
respond differently to our technique.  We find that designs with a 
wide timing distribution and few critical paths experience 
significant energy reductions using our technique.  Since Vdd 
reduction ultimately drives energy reduction, we also find that 
the energy consumption in designs with wire-dominated load 
capacitances may be improved substantially using our technique.  
Finally, we show that the area penalty of our technique can be 
mitigated by applying an area constraint during optimization. 
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