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Abstract—Recent progress in ultra-low-power circuit design is
creating new opportunities for cubic millimeter computing. Robust
low-voltage operation has reduced active mode power consump-
tion considerably, but standby mode power consumption has re-
ceived relatively little attention from low-voltage designers. In this
work, we describe a low-voltage processor called the Phoenix Pro-
cessor that has been designed at the device, circuit, and architec-
ture levels to minimize standby power. A test chip has been im-
plemented in a carefully selected 0.18 m process in an area of
only 915 915 m�. Measurements show that Phoenix consumes
35.4 pW in standby mode and 226 nW in active mode.

Index Terms—Low voltage, ultra-low leakage, ultra-low power.

I. INTRODUCTION

T HE prevalence of mobile computing has helped define a
vision of complex computational resources in miniscule

volumes [1], [2]. As the volumes of computing resources
approach one cubic millimeter, active monitoring and actuation
can be used to enrich a wide range of applications. Cubic mil-
limeter computing will be particularly important in implantable
medical devices, where reducing device volume helps minimize
implant damage to the body. The diagnosis and treatment of
Glaucoma, for example, requires periodic measurements of
pressure in the eye (intra-ocular pressure). Intra-ocular pressure
is currently monitored directly by a doctor, requiring frequent
trips to the doctor’s office to ensure sufficient temporal resolu-
tion [3]. An intra-ocular pressure sensor with a MEMS pressure
sensor, microprocessor, memory, radio and power source small
enough to be implanted in the eye would reduce both cost and
time investment and would increase the temporal resolution of
pressure measurements.

Although MEMS and circuit components easily meet the
volume constraints of intra-ocular pressure sensing and other
cubic millimeter computing applications, batteries and energy
scavenging power sources cannot be easily miniaturized while
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also serving the power demands of the MEMS and circuit com-
ponents. Minimizing the power demands of each component
is therefore one of the central challenges in designing a cubic
millimeter computing system. Consider a system with a thin
film zinc/silver oxide battery with a capacity of 100 Ah/cm
and output voltage of 1.55 V [4]. If the battery size is restricted
to 1 mm , the average system current must be only 114 pA
(for power consumption of 177 pW) to guarantee one year of
battery life.

For the remainder of this work, we explore power mini-
mization in digital components including the microprocessor,
memory, watchdog timers and simple sensors. A growing body
of work has studied the use of ultra-low-voltage operation to
minimize active mode power consumption in digital circuits.
Early work proved that operation at extremely low voltage
was possible [8], and later work showed that memory can be
redesigned to operate robustly at low voltage [13]–[15]. The
authors of [5], [7], [21] demonstrated that unprecedented energy
efficiency can be achieved in general purpose subthreshold pro-
cessors.A number ofwell-known techniqueshavealso been used
widely to reduce standby power including the use of high-
devices, clock gating, and power gating. As an alternative to
power gating, the ultra-low-power processor presented in [23]
operated at a lower voltage during standby. The subthreshold
processor in [21] applied a similar technique to SRAM during
standby but implemented clock gating and power gating on
logic as well to achieve standby mode power under 1 W.

We have developed an ultra-low-energy sensor processor
called the Phoenix Processor that leverages low-voltage opera-
tion and several well-known standby mode techniques. Unlike
prior work, we choose standby power as the primary design
metric. We have implemented a much more aggressive standby
strategy than past low-voltage processors [5], [7], [21]. This
is of particular importance in a typical wireless monitoring
system that spends the majority of its lifetime in standby mode.
For example, a temperature logger might take sensor measure-
ments once every 10 minutes. Assuming a 100 ms active
period and a low-voltage processor that consumes 5 more
power in active mode than standby mode [5], the temperature
logger consumes 1200 more energy in standby mode than
active mode. To address this discrepancy in Phoenix, we have
implemented an aggressive standby mode strategy including
the deliberate selection of an older low-leakage technology, an
alternative power gating approach, a custom leakage-optimized
instruction set, simple data memory compression, and a new
ultra-low-leakage memory cell. In implementing this strategy,
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Fig. 1. The Phoenix Processor.

we have dramatically reduced standby power at the expense
of area and active energy. These trade-offs will be quantified
throughout this work. Measurements of a 0.18 m test chip
reveal that Phoenix consumes 226 nW in active mode and only
35.4 pW in sleep mode. We discuss the Phoenix Processor in
detail for the remainder of this paper. We begin in Section II
with an overview of the Phoenix Processor components and
typical system operation. We discuss accommodations made for
standby mode in detail in Sections III–VII. Finally, the 0.18 m
test chip and measured results are discussed in Sections IX–X.

II. SYSTEM OVERVIEW

As shown in Fig. 1, the Phoenix Processor is a mod-
ular system with a core unit consisting of an 8-bit CPU, a
52 40-bit data RAM (DMEM), a 64 10-bit instruction
RAM (IMEM), a 64 10-bit instruction ROM (IROM) and a
power management unit (PMU). The core serves as a parent to
peripheral devices, including a watchdog timer and a tempera-
ture sensor. The core and peripheral devices communicate over
a system bus using a simple asynchronous protocol. The I/O
controller addresses up to eight peripherals on the system bus
for sensing systems requiring additional peripherals.

In typical operating conditions, the Phoenix Processor spends
an extended period of time in standby mode (e.g., 10 minutes)
and wakes up in response to an exception raised by the watchdog
timer (a 0.9 pW current-starved oscillator). Once awake, the
Phoenix Processor polls the temperature sensor and runs a short
routine to process and store the measurement. After completing
the data processing routine, Phoenix returns to standby mode.

The power consumption in active mode is dominated by com-
ponents with high switching activity, such as the CPU. To mini-
mize this source of power consumption we scale voltage aggres-
sively to 0.5 V, a sub-threshold voltage (for high- devices)
or near-threshold voltage (for medium- devices) in the target
technology. The challenges of low-voltage digital design have

been covered extensively in recent literature [5], [7], [8] and will
not be the focus of this work. Instead, we place emphasis on ac-
commodations made for standby mode operation. The Phoenix
Processor was designed at the device, circuit and architecture
levels with the primary goal of standby power minimization. In
subsequent sections, we discuss each of the key components of
this comprehensive standby mode strategy.

III. TECHNOLOGY SELECTION

Despite its importance to both power and performance,
there has been little investigation of technology selection for
low-voltage circuits. The requirements of sub-threshold and
near-threshold circuits are different from those of normal
super-threshold circuits, and the optimal technology is there-
fore different. The required performance is much relaxed in
typical low-voltage sensing applications, so older technologies
can easily meet performance requirements. Furthermore, the
long standby time observed in many sensor applications makes
cumulative standby leakage energy significant, as we observed
earlier in this work. Advanced technology nodes have also been
optimized exclusively for super-threshold operation, resulting
in sub-optimal noise margins, power and performance [20].

The ideal technology would simultaneously offer small fea-
ture sizes and devices with ultra-low leakage. Since no such
technology was available for use in academic research, we
investigated standard CMOS technologies from 0.25 m to
65 nm. Newer technologies tend to offer devices with higher
subthreshold leakage but smaller capacitance. Conversely, older
technologies offer lower subthreshold leakage but larger capaci-
tance, effectively offering reduced standby power at the expense
of active power. A simple analysis using the method in [19] with
simple inverter-chain models of a CPU and memory and a duty
cycle of 0.001 (1 s of active time per 1000 s of standby time)
reveals that an older 0.18 m technology gives optimal energy.
The active power penalty paid for adopting an older technology
is easily outweighed by the dramatic reduction in standby power.
Note that the 0.18 m technology under study offers a device
with a particularly high , and further reverse scaling may
have been warranted if the 0.25 m technology offered a similar
device. A processor implemented in the energy-optimal 0.18 m
technology is 7.7 larger than a similar processor in a 65 nm
technology, but our analysis reveals that total energy is reduced
by 647 . This is an extremely favorable trade-off, especially
when the volume of a wireless sensor is dominated by the
battery volume (and not die volume).

The selected 0.18 m technology includes a thin-oxide
medium- device with 0.5 V and a thick-oxide IO
device with 0.7 V. All retentive gates (i.e., those gates
that remain awake in standby mode) are implemented using the
high- devices, which consume 1000 less leakage power
per unit of gate width than the medium- devices. Note that
we do not use high- devices in non-retentive gates since the
minimum dimension is larger than that of the thin-oxide device,
which gives both area and active energy penalties. In addition
to the selection of an older technology, stack-forcing is used
to reduce leakage power further. Leakage reduction due to the
stack effect has been shown in previous work to be effective
[17]. In our selected technology, stacking two transistors gives

2 leakage reduction.
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Fig. 2. A typical power gating switch.

IV. POWER GATING UNDER RELAXED
PERFORMANCE CONSTRAINTS

A power gating switch, as shown in Fig. 2, is often used in
low-power circuits to minimize leakage in non-retentive circuit
blocks during standby modes. At normal super-threshold op-
erating voltages (e.g., V in 45 nm and 65 nm designs), a
high- device is typically used as a power gating switch since
it delivers comparable on-current to the nominal device with ex-
ponentially smaller off-current. Additionally, wide power gating
switches are typically used to minimize the performance penalty
of power gating.

For cubic millimeter computing applications with modest
performance requirements, minimizing standby power is the
most important goal. In such applications, performance can be
sacrificed for lower leakage, which is in stark contrast to the
typical approach to power gating. In the Phoenix Processor,
we leverage these modest performance requirements with an
alternative power gating approach.

Our power gating approach relies on a medium- power
switch rather than a high- switch as in the typical approach.
The on-current of the high- device is exponentially smaller
than that of the medium- device at low voltage. Therefore
a high- device must be sized up 1000 as compared to a
medium- device to meet the current demands of the primary
circuit, which is implemented using medium- devices. The
area overhead as well as the power overhead of charging/dis-
charging such a large switch is avoided by using a medium-
power switch at no performance or leakage penalty. Note that
the difficulties associated with high- power switches in low-
voltage circuits as well as the utility of switches with lower
have been noted previously [25].

In addition to using medium- power switches, the
strength of our power gating switch compared to the circuit
under test is smaller than that of the typical power gating
approach. A stronger power gating switch minimizes the per-
formance penalty of power gating at the expense of additional
leakage during standby mode. Given the modest performance
demands for the Phoenix Processor, we choose to reduce
standby mode leakage considerably by selecting a very weak
power gating switch [16].

In the Phoenix Processor, the medium- power switch is
only 0.66 m, which is 0.01% of total effective NFET width
and 3 larger than the minimum width in the target technology.

We increase the length from 0.18 m to 0.50 m to improve in-
verse subthreshold slope and consequently increase the on-cur-
rent to off-current ratio. The 0.66 m power gating switch is
connected to the CPU and several other logic blocks as shown
in Fig. 3. Simulations with a model of the CPU indicate that the
virtual ground rail bounces by a maximum of 100 mV, which
is sufficient to guarantee correct logic operation. The non-reten-
tive parts of IMEM and DMEM, such as decoders and output
buffers, are connected to a separate power gating switch since
the robustness of low-voltage memory may be compromised by
a voltage drop across the power gating switch. The measured
energy and performance implications of our proposed power
gating strategy will be discussed in Section IX.

V. CPU AND INSTRUCTION SET DESIGN FOR STANDBY MODE

In accordance with the conclusions of previous studies of
subthreshold processor architectures [22], we have selected a
simple CPU architecture with two-stage pipeline, 8-bit data
width, and 10-bit instruction width to reduce active mode
power and standby mode power. The instruction set includes
support for basic arithmetic computation in typical sensor
logging applications. As shown in Fig. 4, the first pipeline stage
consists of instruction fetch and decode as well as a scratch
memory with an 8-entry register file and 16-entry cache. The
second pipeline stage includes a simple ALU, write-back logic,
and a memory interface unit that compresses (decompresses)
outgoing (incoming) memory traffic. The ALU includes hard-
ware for addition, subtraction, and shifting. The CPU has been
designed to minimize energy in both active and standby modes,
as shown in the remainder of this section.

Since the computational demands of cubic millimeter
computing applications are typically modest, the CPU was
simplified to support a minimum set of operations. Such sim-
plicity reduces decode complexity and eliminates unnecessary
switching activity, thus reducing active mode power. Further-
more, elimination of complex operations like multiplication
eliminates large, leaky circuit blocks. Since leakage energy can
be 30% of total energy in active mode for low-voltage circuits
[6], the resulting active mode power savings are significant.

Instruction set architecture (ISA) optimization also plays an
important role in minimizing power consumption in standby
mode. Since the contents of IMEM must be retained in standby
mode, it is important to minimize the instruction width. The
leakage penalty of instruction memory can alternatively be elim-
inated by using flash-based memory, but this requires costly pro-
cessing steps. The custom ISA for the Phoenix Processor was
compressed to an instruction width of only 10 bits by selecting
a minimum set of 18 instructions (Table I). The benefits of se-
lecting a narrow instruction width will be quantified using mea-
sured results in Section IX.

Efficient operand encoding also helps to reduce the instruc-
tion width. Stack-based ISAs give very short instructions since
the operands and destination register are implicitly assumed to
be at the top of the stack. However, this small instruction size
comes at the cost of flexibility offered by the typical approach in
which operands are selected within the instruction from a set of
general purpose registers. To simultaneously achieve encoding
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Fig. 3. Footer allocation in the Phoenix Processor.

Fig. 4. CPU diagram.

TABLE I
INSTRUCTION SET ARCHITECTURE OVERVIEW

efficiency and flexibility in operand specification, two instruc-
tion types are available in the Phoenix ISA: explicit operand and
implicit operand. Explicit operand instructions use a 3-bit op-
code and a 7-bit operand specifier similar to a conventional reg-
ister-register ISA. As shown in Table I, this instruction format
is reserved for arithmetic and flow control instructions, which
are used frequently and require flexibility. Implicit operand in-
structions use a 7-bit opcode with a 3-bit modifier and implicitly
use special registers R0, R1, and R2 as operand and destination
registers. Special instructions like memory load/store and com-
pression/decompression are used infrequently and can therefore
use the implicit operand format for a small cost.

VI. DMEM COMPRESSION FOR STANDBY MODE

While efficient instruction encoding helps minimize the foot-
print of IMEM, we use data compression to help minimize the
footprint of DMEM. Along with fine-grained power gating in
DMEM (to be discussed in Section VII), compression permits
fewer DMEM entries to be retained and enables significant

power reductions in standby mode. Compression of instruction
and data memories has been explored previously [10], [11].
The IBM Memory Expansion Technology, for example, uses
compression to more than double the size of main memory
[10] but requires a complex memory management protocol
targeted at server systems. To ensure that the energy overheads
of compression do not surpass the standby mode reductions
of a compressed DMEM, we adopt a simple compression
architecture in the Phoenix Processor.

During compression, words from the 16-entry cache are
sequentially converted to compressed words using a compres-
sion lookup table. The 512-byte virtual memory is divided into
16-byte blocks, and an entire 16-byte block from the cache
must be compressed before being sent to the 266-byte physical
memory.

The primary function of the Phoenix Processor is sensor
data logging, which has two important consequences for com-
pression. The first consequence is that access to memory is
largely sequential (since temporally adjacent measurements are
stored in spatially adjacent memory locations), thus limiting the
compression/decompression overheads associated with random
hopping among 16-byte blocks. The other important conse-
quence concerns compression dictionary selection. Typical
sensor data is predictably compressible since two temporally
adjacent points are likely to differ by only a small amount.
The measurement for a particular time can be stored as the
difference between the current and previous measurements.
The resulting data distribution is tightly distributed around
zero, making dictionary selection simpler. Since the Phoenix
Processor includes an on-board temperature sensor, we consider
a collection of ambient temperature measurements in Michigan
as an example [18]. Fig. 5 shows the differences between
temporally adjacent temperature measurements for a full year
at different sampling intervals. In this difference format, 96%
of the data falls in the range 1 C to 1 C assuming a 10 minute
sampling interval. We take advantage of this small range by
using a fixed compression dictionary that uses short words to
represent values in this range and longer words to represent the
rare value outside of this range.

We use Huffman encoding to generate a lookup table-based
dictionary using temperature measurements from [18] assuming
a temperature precision of 1 C and a sampling interval of 30
minutes (which was empirically determined to efficiently com-
press data sampled at intervals ranging from 5 to 60 minutes).
The lookup table converts 8-bit uncompressed data words to
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Fig. 5. Distribution of temperature in Muskegon, MI, in 2006 [18] represented
as the difference between temporally adjacent measurements.

Fig. 6. Hardware support for compression.

compressed words with lengths between 1 and 13 bits. By using
a fixed dictionary, the compression operation is simplified sig-
nificantly, minimizing the active energy penalty. While the foot-
print of compressed data can grow by up to 60% if measured
data is not sufficiently similar to the distribution in [18], an ed-
itable fixed dictionary could potentially be stored in DMEM to
better match the needs of a specific application.

After using the Huffman lookup table to compress an 8-bit
data word, the compressed word is shifted by a 51-bit shifter and
then stored in a 51-bit load/store buffer (Fig. 6). Once all entries
in a 16-byte block have been loaded in the load/store buffer or
the buffer is full, the compressed data is sent to DMEM using
one of the three load/store instructions supported by the ISA.

Memory allocation is the primary challenge in implementing
compression. Fixed length uncompressed blocks from virtual
memory are translated to variable length compressed blocks in
physical memory, and efficient placement of the variable length
blocks within physical memory can be difficult. To address this
problem, we divide DMEM into the two partitions shown in
Fig. 7: a statically allocated partition and a dynamically allo-
cated partition. Each 16-byte block in virtual memory is as-
signed a 40-bit entry in statically allocated memory. Data is nor-
mally stored in the statically allocated partition. However, if a

Fig. 7. Memory support for compression.

16-byte block does not fit within its statically allocated entry
after compression, the overflow data is stored to an entry in
dynamically allocated memory and a 5-bit pointer to the over-
flow data is stored in the statically allocated entry. A free-list
is required to monitor which entries in dynamically allocated
memory are available for storage. A priority encoder in the free-
list returns the address of the first available entry in the event
of an overflow. For compression purposes, the free-list need
only monitor the dynamically allocated partition, but we mon-
itor both memory partitions to permit fine-grained power gating
(to be discussed in Section VII). Including the overhead of the
free-list, the Phoenix Processor compression scheme represents
16-byte blocks with a minimum of 41 bits (a compression ratio
of 32%). The effectiveness of the proposed compression scheme
will be quantified using test chip measurements in Section IX.

VII. ULTRA-LOW STANDBY POWER MEMORY DESIGN

The power consumed by IMEM and DMEM dominates
standby mode power since data must be retained in standby
mode. In contrast, the CPU and other non-retentive logic can
be fully power gated. Minimizing standby power in the IMEM
and DMEM is therefore a critical design requirement for the
Phoenix Processor. The memories must also be designed for
robust operation at low supply voltage to avoid the overhead of
a dual supply voltage system.

In the Phoenix Processor, the instruction memory is accessed
every cycle by the CPU but does not need to be modified at
runtime. Consequently, instruction memory is composed of a
64 10b SRAM (IMEM) and a 64 10b ROM (IROM). Com-
monly used procedures are stored in IROM while application-
specific instructions are stored in IMEM. It is advantageous to
put as many instructions in IROM as possible since ROM can be
power gated during standby mode. In this work, we use the ro-
bust full static CMOS ROM implementation described in [12].

To minimize the standby leakage in retentive cells in IMEM
and DMEM, we use the custom ultra-low standby power SRAM
cell shown in Fig. 8. The bitcell transistors (cross-coupled in-
verters and access transistors) use the high- IO devices of-
fered by the selected 0.18 m technology. Although the min-
imum dimensions of the IO device are larger than those of the
thin oxide device, the large leakage reduction justifies the use of
the device. We further reduce leakage in the bitcell using stack
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Fig. 8. Proposed ultra-low standby power SRAM cell.

Fig. 9. Effectiveness of (a) stack forcing and (b) gate length biasing for leakage
reduction.

forcing in the cross-coupled inverters as in other retentive gates.
We use a stack height of two because the sensitivity of leakage
to stack height becomes linear for larger stacks, as shown in
Fig. 9(a). Instead of further stack forcing, we find that increasing
the length of the devices in the cross-coupled inverters gives
a more area-efficient reduction in leakage. By increasing the
length of the transistors from 0.35 m to 0.50 m, the leakage is
reduced by 2 , as shown in Fig. 9(b). Stack forcing and gate
length biasing are not applied to the access transistors to avoid
upsetting write margins.

The proposed bitcell enables dramatic leakage reduction at
the expense of active power and area. In the target 0.18 m tech-
nology, the area of the proposed cell is 40 m , which is 9.1
larger than the traditional 6 T cell in [24]. Since the instruction
and data memory bitcells represent only a fraction of total chip
area, the effective area penalty is only 17%. Even with the
larger bitcell, measurements show that the memories contribute
only 8% of total active power while delivering a 62 reduction
in memory standby power (which is 90% of total standby power)
as compared to the 6T bitcell in [24]. Given the dominance of
standby energy in a typical sensing application (see example in
Section I), the proposed bitcell delivers a favorable trade-off.

In addition to operating at low standby power, the proposed
SRAM cell in Fig. 8 includes a full swing 4-transistor read
buffer for robust low-voltage operation. Read buffers have been
previously proposed to decouple read and write margins in low-

Fig. 10. Memory column diagram showing completion detection.

voltage SRAM cells [13], [14]. The full swing read buffer drives
the bitline to both supply rails, ensuring a robust read. Since the
read buffer can be power gated in standby mode without upset-
ting the bitcell data, it is implemented using medium- de-
vices for a negligible leakage penalty. The use of medium-
devices ensures a fast read time comparable to paths in the CPU
(implemented with medium- devices). This is particularly
important for the IMEM, which is accessed every cycle and lies
on critical timing paths.

While the read delay is comparable to the delay of the CPU,
the write operation through the high- devices is slow. We
therefore adopt an asynchronous write strategy in which the
CPU stalls for 2–3 cycles during the write operation. The
DMEM asserts a completion signal to alert the CPU when
the write operation is finished. As shown in Fig. 10, the write
completion signal is generated by reading the contents of the
row being written and comparing to the write data. Since read
is single-ended, a replica delays the write completion signal to
guarantee that both sides of the cell have been written correctly.

To permit further leakage reduction within DMEM, power
gating switches are used to eliminate the standby mode power
consumption in non-retentive entries. A particular DMEM entry
is power gated only if the free-list (described in Section VI)
indicates that the entry is unused. Power gating granularity
plays an important role in determining total power. Using a
single power gating switch for each row allows the memory to
grow to precisely match the footprint of the data. However, the
width of a power gating switch is determined by the maximum
current needed to read/write a single row, so the width of a
single power switch changes minimally with power gating
granularity. With one power switch allotted per DMEM row,
the total leakage power is sub-optimal because the total power
gate width is large. For example, the use of 52 switches for the
52 rows of DMEM would require a total power switch width
approximately 52 times wider than the case where one footer is
used for the entire DMEM. Higher footer granularity also leads
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Fig. 11. Phoenix Processor die photo.

to higher complexity in free-list management and a commensu-
rate increase in standby power. We find that minimum standby
power is achieved in the Phoenix Processor when two DMEM
rows are grouped with a single footer.

VIII. TEST CHIP OVERVIEW

To demonstrate our standby mode strategy, we fabricated the
Phoenix Processor in a 0.18 m process (die photo shown in
Fig. 11). The processor includes 60 332 medium- devices
and 32 167 high- devices in an area of 915 915 m .
The memory, temperature sensor, and timer blocks were de-
signed using a standard full-custom flow. The CPU and inter-
faces to memory, temperature sensor, and timer blocks were
implemented using both synthesized and semi-custom blocks
using a standard tool flow and a library limited to minimum-
sized gates with maximum fan-in of three. As in previous low-
voltage processors, we routed signal, clock, and power wires
using minimum width interconnect to reduce switching energy
and improve routing density [5].

IX. MEASURED RESULTS

A. Power and Performance Results

The measured frequency and energy consumed per clock
cycle are shown in Fig. 12 as functions of for one test
application. The frequency is determined by sweeping the
clock frequency, running the test application, and noting the
frequency above which the contents of memory are corrupted.
The test application runs a short iterative sequence that writes a
known list of numbers to DMEM, in the process exercising all
timing critical instructions. Power is measured during execution
using a high precision ammeter. At the target voltage of 0.5 V,
the die highlighted in Fig. 12 operates at 106 kHz with only
2.8 pJ consumed per cycle, which corresponds to only 297 nW.

Fig. 12. Measured frequency and energy consumption.

Fig. 13. Measured frequency distribution for 13 dies at � � 0.5 V.

Fig. 14. Measured active mode power distribution at 60 kHz for 13 dies at
� � 0.5 V.

Figs. 13 and 14 show distributions of maximum operating fre-
quency (mean of 121 kHz) and active power at 60 kHz (mean
of 226 nW) for 13 dies at 0.5 V. The consequences of
variability are particularly important at low operating voltages
and have been covered extensively in previous work [5], [21].

Fig. 15 shows that the mean standby mode power consump-
tion for the same 13 dies at 0.5 V is 35.4 pW with 50% of
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Fig. 15. Measured standby mode power distribution for 13 dies at � �

0.5 V.

Fig. 16. Measured (a) frequency and (b) standby leakage as functions of CPU
footer width.

DMEM entries retained. The IMEM and DMEM consume 89%
of standby power while the power gated CPU consumes only
7% of the power. For a typical sensing application in which the
sensor remains active for 1000 cycles every 10 minutes, these
measurements indicate that the average power consumption is
only 42 pW, well within the limit of 177 pW demanded by the
battery described in Section I.

B. Power Gating Results

To further investigate our proposed power gating approach,
we sweep the footer width on the CPU and measure the energy
and performance implications. Fig. 15(a) shows the maximum
operating frequency of the CPU as a function of footer width.
Frequency reduces by 5 as the footer size approaches the min-
imum of m and m. This performance
penalty leads to greater active energy consumption per oper-
ation since leakage energy increases with clock period in ac-
tive mode. The power consumption through the power gating
switch results in an additional energy penalty. However, the
standby leakage power savings from the narrow footer width,
shown in Fig. 15(b), easily offsets these penalties and reduces
the total energy for the Phoenix Processor. Fig. 16 confirms
that the total energy consumption is 3.8 lower for the small
footer ( m) than the large footer ( m) as-
suming 1000 instructions are executed every 10 minutes. The
small footer saves several orders of magnitudes of total energy
compared to a design with no power switch.

Fig. 17. Total energy consumption assuming 1000 instructions are executed
every 10 minutes.

C. Memory Results
The IMEM and DMEM consume 7.1 fW/bitcell (not in-

cluding the overhead of decoders and row drivers). The IMEM
alone accounts for 39% of the total standby power (including
the overhead of decoders and drivers), which underscores the
importance of instruction set optimization. If the instruction
width had been set to 15 bits instead of 10 bits, measurements
of a typical die show that the standby power of IMEM would
have increased by 20%, which equates to 8% increase in total
standby power.

Unlike IMEM, the power consumed by DMEM, which
amounts to 51% of total standby power at 50% retention, can be
reduced significantly by compressing the data and by changing
the number of DMEM entries retained to match the footprint of
compressed memory. For a typical die, the DMEM consumes
22 pW with all entries retained and 7.5 pW with all entries
power gated due to the overhead of maintaining the free-list
(i.e., the overhead of data compression).

To quantify the system-level benefits of compression and
fine-grained power gating in memories, consider an ambient
temperature sensing application in which the Phoenix Processor
wakes up once every 10 minutes and runs a 1000 cycle routine
to measure temperature and store the measured data. Using
the measured temperature dependence of frequency and power
consumption shown in Fig. 18 and a subset of the temperature
profile from [18], we can compute the reduction in energy due
to compression and power gating in DMEM over the lifetime
of the chip. For this case study we assume that temperature
is measured to a precision of 1 C. Fig. 19(a) shows the total
energy consumed over 37 hours (the time period over which
uncompressed memory fills to capacity) for 3 cases. In Case 1,
neither compression nor power gating are used in DMEM. In
Case 2, power gating is used, but compression is not used.
Finally, in Case 3, both power gating and compression are used.
The use of power gating within DMEM (Case 2) reduces energy
consumption by 7.3%, and the use of both power gating and
compression (Case 3) reduces energy consumption by 14.7%.
Compression also increases the effective size of DMEM and
enables the processor to remain active for 7.8 longer before
memory fills to capacity, as shown in Fig. 19(b).
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Fig. 18. Measured (a) frequency and (b) power as functions of temperature.

Fig. 19. Computed time profiles of (a) energy and (b) memory size for a temperature measurement routine.

X. CONCLUSION

Cubic millimeter computing will bring new computational
capacities to a wide range of applications. In this work, we de-
scribe a sensor processor that operates at 0.5 V to mini-
mize active mode energy and uses device-, circuit-, and architec-
ture-level techniques to minimize standby mode energy. Mea-
surements show that Phoenix consumes 226 nW in active mode
and only 35.4 pW in standby mode. A thin film battery with
the same form factor as Phoenix could provide a lifetime on the
order of years, making Phoenix an attractive candidate for future
cubic millimeter computing systems.

REFERENCES

[1] B. Warneke, M. Last, B. Liebowitz, and K. Pister, “Smart dust: Com-
municating with a cubic-millimeter computer,” Computer, vol. 34, no.
1, pp. 44–51, 2001.

[2] G. Ono, T. Nakagawa, R. Fujiwara, T. Norimatsu, T. Terada, M.
Miyazaki, K. Suzuki, K. Yano, Y. Ogata, A. Maeki, S. Kobayashi, N.
Koshizuka, and K. Sakamura, “1-cc computer: Cross-layer integration
with 3.4-nW/bps link and 22-cm locationing,” in Symp. VLSI Circuits
Dig., 2007, pp. 90–91.

[3] U. Schnakenberg, P. Walter, G. vom Bogel, C. Kruger, H. C. Ludtke-
Handjery, H. A. Richter, W. Specht, P. Ruokonen, and W. Mokwa,
“Initial investigations on systems for measuring intraocular pressure,”
Sensors and Actuators, vol. 85, no. 1–3, pp. 287–291, 2000.

[4] Y.-S. Lin, S. Hanson, F. Albano, C. Tokunaga, R. Haque, K. Wise,
A. Sastry, D. Blaauw, and D. Sylvester, “Low-voltage circuit design
for widespread sensing applications,” in Proc. Int. Symp. Circuits and
Systems (ISCAS), 2008, pp. 2558–2561.

[5] S. Hanson, B. Zhai, M. Seok, B. Cline, K. Zhou, M. Singhal, M.
Minuth, J. Olson, L. Nazhandali, T. Austin, D. Sylvester, and D.
Blaauw, “Exploring variability and performance in a sub-200 mV
processor,” IEEE J. Solid-State Circuits, vol. 43, no. 4, pp. 881–891,
Apr. 2008.

[6] B. Zhai, D. Blaauw, D. Sylvester, and K. Flautner, “Theoretical and
practical limits of dynamic voltage scaling,” in Proc. Design Automa-
tion Conf., 2004, pp. 868–873.

[7] B. Zhai, L. Nazhandali, J. Olson, A. Reeves, M. Minuth, R. Helfand,
S. Pant, D. Blaauw, and T. Austin, “A 2.60 pJ/Inst subthreshold sensor
processor for optimal energy efficiency,” in Symp. VLSI Circuits Dig.,
2006, pp. 154–155.

[8] A. Wang and A. Chandrakasan, “A 180 mV FFT processor using sub-
threshold circuit techniques,” in IEEE Int. Solid-State Circuits Conf.
(ISSCC) Dig. Tech. Papers, 2004, pp. 292–293.

[9] M. Seok, S. Hanson, Y.-S. Lin, Z. Foo, D. Kim, Y. Lee, N. Liu, D.
Sylvester, and D. Blaauw, “The Phoenix Processor: A 30 pW plat-
form for sensor applications,” in Symp. VLSI Circuits Dig., 2008, pp.
188–189.

[10] R. B. Tremaine, P. A. Franaszek, J. T. Robinson, C. O. Schulz, T. B.
Smith, M. E. Wazlowski, and P. M. Bland, “IBM memory expansion
technology (MXT),” IBM J. Research and Development, vol. 45, no. 2,
pp. 271–286, 2001.

[11] C. Lefurgy, P. Bird, I. Chen, and T. Mudge, “Improving code density
using compression techniques,” in Proc. Int. Symp. Microarchitecture,
1997, pp. 194–203.

Authorized licensed use limited to: University of Michigan Library. Downloaded on June 3, 2009 at 15:55 from IEEE Xplore.  Restrictions apply.



1154 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 44, NO. 4, APRIL 2009

[12] M. Seok, S. Hanson, J. Seo, D. Sylvester, and D. Blaauw, “Robust
ultra-low voltage ROM design,” in Proc. IEEE Custom Integrated Cir-
cuits Conf. (CICC), 2008, pp. 423–426.

[13] L. Chang, D. Fried, J. Hergenrother, J. Sleight, R. Dennard, R. Mon-
toye, L. Sekaric, S. McNab, A. Topol, C. Adams, K. Guarini, and W.
Haensch, “Stable SRAM cell design for the 32 nm node and beyond,”
in Symp. VLSI Technology Dig., 2005, pp. 128–129.

[14] B. Calhoun and A. Chandrakasan, “A 256 kb sub-threshold SRAM in
65 nm CMOS,” in IEEE Int. Solid-State Circuits Conf. (ISSCC) Dig.
Tech. Papers, 2006, pp. 2592–2593.

[15] B. Zhai, D. Blaauw, D. Sylvester, and S. Hanson, “A sub-200 mV 6T
SRAM in 0.13 �m CMOS,” in IEEE Int. Solid-State Circuits Conf.
(ISSCC) Dig. Tech. Papers, 2007, pp. 332–333.

[16] M. Seok, S. Hanson, D. Sylvester, and D. Blaauw, “Analysis and opti-
mization of sleep modes in subthreshold circuit design,” in Proc. De-
sign Automation Conf., 2007, pp. 694–699.

[17] S. Narendra, S. Borkar, V. De, D. Antoniadis, and A. Chandrakasan,
“Scaling of stack effect and its application for leakage reduction,” in
Proc. Int. Symp. Low Power Electronics and Design (ISLPED), 2001,
pp. 195–200.

[18] “Muskegon meteorological data,” Great Lakes Environmental Re-
search Laboratory, National Oceanic and Atmospheric Administration
Aug. 20, 2008 [Online]. Available: http://www.glerl.noaa.gov/met-
data/mkg/archive/

[19] M. Seok, D. Sylvester, and D. Blaauw, “Optimal technology selection
for minimizing energy and variability in low voltage applications,” in
Proc. Int. Symp. Low Power Electronics and Design (ISLPED), 2008,
pp. 9–14.

[20] S. Hanson, M. Seok, D. Sylvester, and D. Blaauw, “Nanometer device
scaling in subthreshold circuits,” in Proc. Design Automation Conf.,
2007, pp. 700–705.

[21] J. Kwong, Y. Ramadass, N. Verma, M. Koesler, K. Huber, H. Moor-
mann, and A. Chandrakasan, “A 65 nm sub-� microcontroller with
integrated SRAM and switched-capacitor DC-DC converter,” in IEEE
Int. Solid-State Circuits Conf. (ISSCC) Dig. Tech. Papers, 2008, pp.
318–319.

[22] L. Nazhandali, B. Zhai, J. Olson, A. Reeves, M. Minuth, R. Helfand, S.
Pant, T. Austin, and D. Blaauw, “Energy optimization of subthreshold-
voltage sensor network processors,” in Proc. Int. Symp. Computer Ar-
chitecture, 2005, pp. 197–207.

[23] M. Sheets, F. Burghardt, T. Karalar, J. Ammer, Y. H. Chee, and J.
Rabaey, “A power-managed protocol processor for wireless sensor net-
works,” in Symp. VLSI Circuits Dig., 2006, pp. 212–213.

[24] C. H. Diaz et al., “A 0.18 �m CMOS logic technology with dual gate
oxide and low-k interconnect for high-performance and low-power ap-
plications,” in Symp. VLSI Technology Dig., 1999, pp. 11–12.

[25] H. Kawaguchi, K. Nose, and T. Sakurai, “A CMOS scheme for 0.5 V
supply voltage with pico-ampere standby current,” in IEEE Int. Solid-
State Circuits Conf. (ISSCC) Dig. Tech. Papers, 1998, pp. 192–193.

Scott Hanson (S’05) received the B.S., M.S., and
Ph.D. degrees in electrical engineering from the Uni-
versity of Michigan, Ann Arbor, in 2004, 2006, and
2009, respectively. As a Ph.D. student he was the re-
cipient of an SRC fellowship. He is currently a re-
search fellow in electrical engineering at the Univer-
sity of Michigan. His research interests include low
voltage circuit design for ultra-low energy applica-
tions, variation tolerant circuit design, and energy-ef-
ficient high performance circuit design.

Mingoo Seok (S’06) was born in Seoul, Republic
of Korea. He received the Bachelors degree in elec-
trical engineering from Seoul National University,
Republic of Korea, in 2005. He is currently working
towards the Ph.D. degree in electrical engineering at
University of Michigan, Ann Arbor. His research in-
terests include low-voltage/low-power circuit design
and physical aspects of submicron technology. He is
the recipient of a KFAS fellowship.

Yu-Shiang Lin (S’04–M’08) received the B.S. and
M.S. degrees in electrical engineering from National
Taiwan University, Taipei, Taiwan, in 2000 and
2002, respectively. In 2008, he received the Ph.D.
degree in electrical engineering from the University
of Michigan, Ann Arbor.

Since 2008, he has been with the IBM T. J. Watson
Research Center, Yorktown Heights, NY, where he is
a Postdoctoral Researcher. His research has focused
on ultra-low-power VLSI circuits design.

ZhiYoong Foo received the B.S. degree in electrical
engineering from the University of Michigan, Ann
Arbor, in 2006, where he is currently working
towards the M.S. degree in electrical engineering.
His current research interests include VLSI design
with particular emphasis on low power and high
performance.

Daeyeon Kim (S’08) received the B.S. degree in
electronic and electrical engineering from Pohang
University of Science and Technology (POSTECH),
Pohang, Korea, in 2006, and the M.S. degree in elec-
trical engineering from the University of Michigan,
Ann Arbor, in 2008, where he is currently working
towards the Ph.D. degree. His research interests
include low-power/variation-tolerant SRAM design
and ultra-low-power applications beyond CMOS.
He is the recipient of a KFAS Fellowship.

Yoonmyung Lee (S’08) received the B.S. degree
in electrical engineering (summa cum laude) from
the Pohang University of Science and Technology
(POSTECH), Pohang, Korea, in 2004, and the M.S.
degree in electrical engineering from the University
of Michigan, Ann Arbor, in 2008, where he is
currently working towards the Ph.D. degree.

In summer 2008, he held a research intern position
with the Circuit Research Lab, Intel, Hillsboro, OR.
His current research interests include low power,
high performance VLSI circuit design and low

leakage memory design.
Mr. Lee was a recipient of a Presidential award for outstanding scholastic

achievement during his undergraduate coursework.

Nurrachman Liu (S’05) was born in Taipei, Taiwan,
and grew up in Canada. He received the B.S. degree
in electrical engineering and computer sciences
from the University of California, Berkeley, in 2006,
and the M.S. degree in electrical engineering and
computer sciences from the University of Michigan,
Ann Arbor, in 2008, where he is currently working
towards the Ph.D. degree. His research interests
include low-voltage circuit design, variation-tolerant
circuit design, and energy-efficient mixed-signal
circuit design.

Authorized licensed use limited to: University of Michigan Library. Downloaded on June 3, 2009 at 15:55 from IEEE Xplore.  Restrictions apply.




