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Abstract. With power becoming a key design constraint, paldirly in server
machines, emerging architectures need to leveemmfigurable techniques to
provide an energy optimal system. The need fongles chip solution to fit all
needs in a warehouse sized server is importarddsigners. This allows for
simpler design, ease of programmability, and pause in all segments of the
server. A reconfigurable design would allow a knthip to operate efficiently
in all aspects of a server providing both singleedld performance for tasks
requiring it, and efficient parallel processing @giry to reduce power
consumption. In this paper we explore the possgilof a reconfigurable server
part and discuss the benefits and open questialissstrounding these
techniques.
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1 Introduction

The exponential growth of the web has yielded amalty dramatic increase in the
demand for server style computers. According to D€ installed base of servers
will exceed 40 million by 2010. In fact, theseuigs may be conservative as there is
a continual flow of unanticipated applications cogionline. For example, Facebook,
which is only 3 years old, is expected to grow frdy@00 to 10,000 servers in a year.
The growth in servers has been accompanied by aallggiramatic growth in the
demand for energy to power them. Furthermore, th& of this power and its
associated cooling is approaching the cost oféneess themselves [1]. For example,
it is estimated that the five largest internetsitensume at least 5SMWh of power
each [2]. Meanwhile, through technology advancemamid new design techniques
such as 3D die stacking, Moore’s law continues afd.h This means there is an
increasing number of transistors available on a.cilowever the power allocated for
those transistors remains constant. This poweelepe means that either new, low
power architectures need to be developed, or thdiadal transistors supplied by
Moore’s law will go unutilized.

At the same time the need for a chip that satisdleapplications within a server
environment is critical. Designers prefer to use same chip for all portions of the
server to ease the programming constraints asasedeep cost and maintenance to a
minimum. Simply creating a low power chip capabfehandling only a portion of



the workloads required in a server will not be ewuitally viable unless curre
designers rewdrtheir approacl!

Therefore, there is a need for a system that stpfath low power throughp!
computing and fast single threaded performancedtiress the coming problems
large scale servers. To address this we propasetam leveraging ne-threshold
voltage scaling and parallel processing to reduee gower consumption of t
throughput oriented applications in a server. At tsame time we empl
reconfigurable techniques to adapt to responsestiohe¢he throughput computing
to handle aplications where single threaded performance idicati  This
reconfigurability will also rely heavily on the &by of the OS to measure and ad
the chip to reduce poweiconsumption while still maintaining the need¢
performance. In this paper weplore an example architecture asdme of the
difficulties associated with the OS schedu. We present some early solutions ¢
point to future research directic for remaining problems.

2 Reconfigurable Architecture

Although the techniques discussin this paper are not directly tied to a partict

architecture, the following processor descriptioill werve as an example fi

illustration throughout the rest of the pa. In Figure 1 we present our examg

reconfigurable architect., which has searal interesting design points that we \

discuss in the following subsections. The baskigieis a machine wit66 cores.

Each core is tied to the same | so thatcode can be migrated freely between ci
without concern for the ability @any given core to complete the task.
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Fig. 1. Example reconfigurable server architecture, uslagtering technique



21 CoreTypes

There are two basic core types in the design. fifstecore type is a simple, in-order

execution core. This core is replicated 64 tima®ss the architecture and is to be
used in highly parallel tasks to reduce energy eomion. In figure 1 it is the core

replicated 4 times in each cluster. The core fitsetlesigned to run at a range of
frequency/voltage pairs. Depending on computatialeanands the cores can be
scaled to offer faster performance, but with inseghpower consumption. At the

lowest end of operation the cores operate in wheatesm the near-threshold (NTC)

operating region[3]. This region is where the dypmltage is at or just above the

threshold voltage of the transistor. In this regimores see approximately a 100x
reduction in power with only a 10x reduction in foemance, resulting in a 10x

reduction in energy. The processor is not operategdubthreshold [4,5] voltage

levels, due to the poor energy/performance trad#wkf occurs at this point. See
figure 2 for a view of the tradeoffs of delay amikryy in different supply voltage

regions.
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Fig. 2. Energy and delay for different supply voltage @pieig regions.

The second core type is a more complex out-offoodee. This core is
designed to operate only at full voltage and idduseperform single threaded tasks
that cannot be parallelized, or time critical taskat would take too long on the
simple cores. In a server farm many tasks stijuie single thread performance and
any single solution chip needs to be able to pmyids performance in addition to
any energy saving parallel cores it offers. Thases can either be enabled, or power
gated when not needed to reduce energy. Dependitige thermal characteristics of



these cores, nearby simple core clusters may eleel disabled while operating these
cores.

2.2 Clustered Architecture

In the work done by Zhai et. al [3,6], they propabe use of parallelism in
conjunction with NTC operation to achieve an enegfficient system. While
traditional superthreshold many-core solutions hlagen studied, the NTC domain
presents unique challenges and opportunities fhitacts. Of particular impact is the
reliability of NTC memory cells and differing engrgptimal points for logic and
memory, as discussed below.

Zhai's work showed that SRAMs, commonly used farthess, have a higher
energy optimal operating voltage than processgrgpdproximately 100mV [3]. This
results from the lower activity in caches, whichpdifies leakage effects. SRAM
designs also face reliability issues in the NTCimeg leading to a need for larger
SRAM cells or error correction methods, furtherre@asing leakage and the energy
optimal operating voltage. Due to this higher ogtinoperating voltage, SRAMs
remain energy efficient at higher supply voltagesd thus at higher speeds,
compared to logic. Hence, there is the unique dppdy in the NTC regime to run
caches faster than processors for energy efficiendyich naturally leads to
architectures where multiple processors shareahe dirst level cache.

[ |
Cluster-1 = Cluster-n

______
T
e

P s s e s s m s m s e man =
i Cluster L1 Cache E
- Vaa L1, Vinis :
H | P
i [ 1 :
: Core-1 o Core-k ;
E Vr_‘d,u:.rs\ Vln,rzre Vad core: "-"m.{:ure :

Fig. 3. Cluster Based Architecture.

These ideas suggest that we create an architesttiren clusters, each with
k cores, where each cluster shares a first leweHec#hat rung times faster than the
cores (Figure 3). Different voltage regions arespreed in different colors and use
level converters at the interfaces. This architecttesults in several interesting
tradeoffs. First, applications that share data @mmunicate through memory, such
as certain classes of scientific computing, canichwmherence messages to other
cores in the same cluster. This reduces energy fnemory coherence. However, the
cores in a cluster compete for cache space and imote conflict misses, which may



in turn increaseenergy use. This situation can be common in high pertoroe
applications where threads work on indeper data. However, these workloa
often execute the same instruction sequences, ialjo@pportunit for savings with ¢
clustered instruction cachenitial research of this architecture [3,6] shawatwith a
few processors (&2), ¢ gain of 5-6X performance improvemesan be achieve.

Since the caches are operating at a frequencystiégher than the cores,
is possible to turn off some of the coin the cluster, clock the remaining cores |
higher frequency, and not have to change the c&elgriency. This is benefici
because the SRAM needs to be validated at eaclatopefrequency and the timir
of signals, particularly relating to the se amplifier, are sensitive to timing chan,
whereas core logic timing scales predictably witbltage. In our exampl
architecture we present a system with clusterszef 4, meaning there are 4 core
the cluster and the cache is operated at 4:frequency of the core¥Ve propose ti
allow each cluster to be operated in 4 modes. & hexdes correspond to the num
of cores being operated a particulartime, while the remaining cores are po\
gated off. Figure 4 shows ha each of the 4 configations would look, assuming
75MHz NTC operating fint when all 4 cores are enabled. The beméfiising thest
modesds that the system is able to tr-off power for response time. So if the syst
is given a response time constraint, the OS campt the number of cores ai
frequency to achieve the ergy optimal solution. Figure 5 showssimulation rur
using the M5 [T full system simulator for a cluster of size 4heTbenchmark bein
run is a simplified version of the SpecV[8] benchmark, in @ystem with a 64kl
clustered ICache and a 256kB clustered DCachecafishe seen the throughput
the system remains nearly constant, but the resptinee of the system can
reduced at the expense of additional po
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Fig. 5. Tradeoff of response time and power for a cluséeed architecture.

3 Thread to Core Mappingsand Thread Migration

To fully utilize the capabilities of the reconfigible system the operating system will
need to carefully orchestrate the mappings andatiags of threads to cores. The
system will need to have a set of constraints imseof performance desired and the
operating system will perform some heuristic magpand migration schemes to
optimize the system for power consumption. In filllowing subsections we detalil
some of the decisions the operating system willdntee make and present some
examples of performance metrics that can be usgditte these decisions.

3.1 LargeData Cache Requirement

Since the cores within a cluster share the sameakche space, there is the potential
for threads running on cores within the same ctustehrash each others data. In
order to prevent this from impacting the overalhtime, the OS will need to detect
these competing threads and migrate them to differlesters. Preferably this will be
done by collocating the threads with large dataheaequirements with threads
having small cache demands or on clusters whererfeares are enabled reducing
the cache pressure. One possible detection sclfemtéis condition would be a
performance counter that tracks the number of caghations that a particular thread
causes of data that belonged to a different threBlis technique would employ 2-



bits of overhead on each cache line to distingthighcore for which the cache line
was originally fetched. On an eviction, if the €ds not the one who originally
fetched the data, a counter is incremented foctiie causing the eviction. When the
OS reads these counters it will be able to getognaximation for the negative impact
a particular thread has on others in the sameerlustiowing a decision to be made
about thread migration.

3.2 Shared Instruction Stream/Data

In some cases threads can either run the samadtistr streams, i.e. SIMD, or may
operate on the same pieces of shared data. la tases it is beneficial for the OS to
map these threads to the same cluster. Thereeaszas advantages to doing so.
First, there is less cluster based evictions dubdsharing of the cache line. Second,
in the case of data it avoids the costly processi@fing data around when multiple
cores wish to modify the data. Third, the threadsas prefetchers for each other
reducing the latency of the system. As in the mevicase, section 3.1, the same 2-bit
field can be added to each cache line noting thie sothe cluster that fetched the
cache line. 10 counters can be used to keep triapkirs of cores that shared a line.
If a cache line is ever read by a core differeantthe one that fetched the data the
corresponding counter is incremented. This pravitie OS with a count of currently
scheduled threads in a cluster and the amount arfirghthat is taking place. To
detect threads that are not currently in the sdoster that would benefit from being
in the same cluster a more complex scheme would tebe designed on top of the
coherence protocol to detect these conditionss iBHeft for future work.

3.3 Producer/Consumer Communication Patterns

In some programming models there are producer/enesdata relationships. This is
where one threads output is constantly the inp@ntmther thread. In these types of
patterns it is beneficial for the OS to migrate theeads to the same cluster. By
doing so, the consumer can avoid going out of thster to get the data produced by
the producer. Depending on the interconnect instfstem, if it isn’'t possible to put
them in the same cluster, then there is also bebgfputting them in clusters near
each other. For example in a network-on-chip siyterconnect having them close
reduces the number of cycles it takes to transfedata, and it relieves congestion on
the network. An elegant solution to detecting ghesmmunication patterns has not
yet been worked out, but a possible solution inractbry based coherence machine
might involve tracking some read/write patternscanhe lines at the home node. This
again is left for future work.

3.4 Single Thread Performance

Some threads will require more performance becthesemay lie on the critical path
of execution. The OS needs to identify these tlseand migrate them either to



clusters with fewer cores enabled, and thus arféigtiquency, or in the extreme case
to one of the complex out-of-order cores in theeys These threads can hopefully
be identified by either the programmer or the cdempbut in some case may rely on
hardware feedback. In most cases these threadddeserialize the operation of the
machine, so in situations where few threads araingpn identifying the ones that

have been running the longest may indicate whichails need to be migrated to
faster cores. The OS may need to migrate threadset complex cores for short
periods of time and measure overall utilizationdetermine if there is a positive

impact of running the threads at these locations.

4 Conclusions

With power becoming a major concern, particularlyservers, new energy optimal
architectures need to be explored. In this pageloaked at the use of reconfigurable
architectures to provide a single chip solutionatdoroad range of targets. When
parallelism is abundant the system can adapt arellaege amounts of energy, at the
same time when single thread performance is théeboeck the system can be
reconfigured to provide the necessary throughpithe architecture explored in this
paper employed near-threshold techniques, L1 catirstering, and heterogeneous
design (in-order and out-of-order cores) to achievgremely energy efficient
computation. The paper also looked forward atdificult task the OS will have
with managing the thread to core mapping for enegfymality, and proposed some
initial techniques that might be employed by the OS
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