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Probabilistic Analysis of Interconnect Coupling Noise
Sarma Vrudhula, Member, IEEE, David T. Blaauw, Member, IEEE, and Supamas Sirichotiyakul

Abstract—Noise simulators and noise avoidance tools are
playing an increasingly critical role in the design of deep sub-
micron circuits. However, noise estimates produced by these
simulators are often very pessimistic. For large, high-performance
industrial ICs, which can contain hundreds of thousands of nets,
the worst case estimates of the noise results in thousands of
reported violations, without any information about the likelihood
of the possible noise violation. In this paper, we present a prob-
abilistic approach to prioritize the violating nets based on the
likelihood of occurrence of the reported noise. We derive an upper
bound on the probability that the total noise injected on a given
victim net by a specific set of aggressors exceeds a threshold. This
is equivalent to a lower bound on the expected number of clock
cycles required to realize the noise violation for the first time, i.e.,
mean time-to-failure. If the probability of a failure in a victim is
sufficiently small, it is possible that even during the operation of
the part for a number of years, the probability of failure on the
net is negligible and the net can be assigned a lower priority for
the application of noise avoidance strategies. We demonstrate the
utility of this approach through experiments carried out on an
large industrial processor design using a state-of-the-art industrial
noise analysis tool.

Index Terms—Capacitive coupling, crosstalk noise, functional
noise, interconnect analysis, noise estimation.

I. INTRODUCTION

NOISE DUE to capacitive coupling of interconnects has
become an important reliability issue in the design

of deep submicron (DSM) circuits. Advances in process
technology have reduced the wire widths and wire spacing,
resulting in taller, thinner, and closer wires [1]. The cross-
coupling capacitance between wires has become a dominant
component of the total wire capacitance [1]–[4], and can cause
a degradation in performance or a malfunction of the circuit.
A glitch can occur on an otherwise stable net (victim) due to
switching of its neighboring nets (aggressors) and can then
propagate to a storage element or a dynamic node, which could
alter the circuit state. Noise causing this type of failure is
referred to asfunctional noise. Alternatively, if the victim net
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is also switching, then the noise injected onto the victim by
the aggressors can result in a significant change in the delay
[2], thereby impacting the clock frequency of the circuit. This
type of noise is referred to asdelay noise. For static circuits,
functional noise may not be as severe as delay noise. However,
the increasing use of dynamic circuits makes consideration of
functional noise equally important. In addition, the likelihood
of either type of malfunction has increased significantly due
to lower supply voltages and higher clock frequencies. Thus,
methods for accurate estimation of functional and delay noise
and techniques for reducing their effects have become critical
in the design of DSM circuits.

Key features of noise simulators [5], [6] include: 1) models
of the network consisting of the victim and its aggressors, as
well as models of the gates that drive them; 2) methods for es-
timating the resistance and capacitance of each net and the cou-
pling capacitance to neighboring nets; 3) criteria for filtering out
insignificant aggressors of each net; 4) methods for computing
the noise threshold at the input of the victim’s receiver gate; and
5) a simulation engine that numerically solves the network equa-
tions to compute the voltage waveform of the noise induced on
the victim.

As with any aspect of circuit design, there is a tradeoff
between the accuracy of the noise estimation techniques
and the time required to compute them. Fast techniques are
essential since many high-performance industrial circuits can
have hundreds of thousands of nets. Consequently, most often
eachclusterconsisting of a victim and its associated set of ag-
gressors, is modeled as a linear network, so that the composite
noise waveform due to all of the aggressors can be computed
as the sum of the noise waveforms due to each aggressor.

Even with linear models of the nonlinear drivers [6], [7], the
time required for SPICE-level simulation of a fully distributed
RC network is unacceptably high, and hence, reduced order
models [8], [9] are used in noise simulators. For constructing
noise avoidance strategies or for delay analysis in the presence
of interconnect coupling, further simplifications are necessary.
For example, the coupling capacitance () can be replaced with
an equivalent grounded capacitance in the range of
in static timing analysis [10]. Closed-form expressions for the
noise waveform have been developed under a variety of sim-
plifying assumptions, and have been applied to noise avoidance
using driver sizing, wire spacing, and wire sizing [11]–[16].

Regardless of the models and the approximations used, noise
analysis tools are designed to be pessimistic due to the conse-
quences of missing a potential malfunction. However, in large
industrial designs, this has resulted in thousands of reported fail-
ures, which are expensive to fix in terms of chip area, chip per-
formance, and design time. The noise injected onto a victim
by an aggressor during a clock cycleis a time-varying func-
tion that depends on the pair of input vectors applied at cycles
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and , the transition times of the signals and the time
at which signal transitions occur. In the case of delay noise,
the switching and transition times of the aggressor depend not
only on its gate and wiring delays, but also on the waveform at
the victim’s output [17]. The root cause of the pessimistic esti-
mates of noise is the way in which the noise waveforms from
each aggressor net are combined to form the composite noise
waveform. A common approach [5]–[7] is to assume that all
aggressor nets can switch in the same direction and at the same
time, and that their peaks will be aligned. This results in aworst
casemaximum height composite noise waveform. Often, how-
ever, the number of aggressors with significant amount of cou-
pled noise can be large, exceeding five to ten aggressors. In such
a case, the likelihood of realizing a worst case composite noise,
where all aggressors are required to switch at exactly the right
time, is small.

A number of deterministic methods have been proposed to
more accurately estimate the noise waveform by accounting for
the logic [18]–[20] and timing relationships [5], [21]–[24] be-
tween the aggressors and a victim. One approach is to perform
static timing analysis (ignoring the functional information) and
constructtiming windowswhich specify the earliest and latest
time that a signal can switch within a clock cycle. The peaks of
the two aggressors would be aligned only if their timing win-
dows overlap [6]. For delay noise, determining the alignment of
the aggressors and relating that to the maximum delay is more
involved. In [22], an convergent iterative algorithm is presented
that accounts for the fact that the aggressor timing window de-
pends on the victim’s output.

Noise estimates can be improved as well by taking into
account logic correlations [6], [23]–[26]. For example, when
considering functional noise, even if the timing windows of
two aggressors overlap, can be determined that the two signals
never switch in the same direction, then the noise value is taken
as the maximum of the respective peak values instead of the
sum of their peak values. In [26], a precise characterization of
such signal interactions based entirely on the logic or functional
characteristics is given. This allows identification of signals
that can interfere as input to noise avoidance tools. In [23],
the problem of identifying the vector pair that would result in
two nets switching within a given interval is formulated as a
constrained optimization of a pseudo-Boolean function.

Although the incorporation of timing information in noise
analysis improves the accuracy of the noise estimates, typically,
the timing windows obtained from static timing analysis are
wide and eliminate only a small portion of the reported fail-
ures. In addition, for large circuits, only a limited amount of
logic correlations can be derived because physical proximity
of nets and logic dependencies between them need not be re-
lated. Moreover, these methods require high computational ef-
fort. Even after accounting for logic and timing correlations,
noise reports for high-performance circuits with hundreds of
thousands of nets often identify thousands of nets with poten-
tial violations, and provide only the worst case noise associ-
ated with each victim. Deterministic methods, therefore, can not
completely address the problem inherent in the pessimistic as-
sumptions of coupled noise analysis.

In this paper, a method for estimating thelikelihood that
a total noise (functional) on a victim net will exceed a given

threshold is presented. If the noise on a victim net originates
from a significant number of aggressors, the likelihood of all
aggressors combining in a worst case manner is small. If this
likelihood is sufficiently small, it is possible that even during
operation of the part for a number of years, the probability of
a failure (i.e., a noise violation) on the net is negligible, and
the net can be assigned a lower priority for the application
of noise-avoidance strategies or even eliminated from further
consideration. The probability of a failure on a victim net will
decrease as the number of aggressor nets involved increases and
as their timing windows become wider. One simple criterion
to prioritize nets is the expected number of clock cycles before
the first violation occurs on a specific victim. We refer to this
quantity as the net’smean time-to-failure(MTF).

It is important to note that there is a basic distinction between
the approach taken here and the classical statistical approach
that might be used to predict noise. In the latter, the set of all
nets is viewed as an ensemble and noise associated with a net
is viewed as a random variable over the ensemble. Such an ap-
proach would not lead to accurate statements about any specific
net. The approach described here characterizes a victim by its set
of aggressors, each of which contributes a specific noise wave-
form (a deterministic function of time obtained from simula-
tion) to the victim. Therandomnessor variability of the noise
on a victim net is over different clock cycles and arises due to
the times when each aggressor switches over a specified time
interval within a clock period.

The rest of the paper is organized as follows. Section II con-
tains a description of the models. A discussion of the assump-
tions appears in Section III. Sections IV and V contain the main
technical contribution, namely, the upper bounds on the proba-
bility that the noise on a victim will exceed a given threshold,
and estimates of its MTF. Results of experiments carried out on a
large, high-performance PowerPC microprocessor are presented
in Section VI. A brief description of a recently developed indus-
trial noise simulator called ClariNet [6], [7], which was used in
the analysis is also given in this section. Section VII contains a
summary.

II. PROBABILISTIC MODEL OF NOISE

In the remainder of the paper, we refer to a victim with a set
of aggressors as acluster of size . Since we are examining
functional noise, without loss of generality, we assume that the
victim is stable at logic 0, and an aggressor switches from logic
0 to logic 1.

To accommodate a very large number of nets, noise sim-
ulators use linear models for the victim and aggressor driver
gates and construct a distributedRC network for each ag-
gressor–victim combination. The composite noise waveform is
obtained by taking the sum of the noise waveforms resulting
from each aggressor. From linear circuit theory, the general
form of the noise waveform seen on the victim due to an ag-
gressor switching is a sum of weighted, decaying exponentials,
the number of terms being equal to the order of the circuit. To
simplify the algebraic work, we take a linear approximation
for the rising and falling portions of the waveform. Conse-
quently, the noise waveform resulting from each aggressor is
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approximated by a triangular pulse. In addition, we associate a
timing window with aggressor, where and denote
the earliest and latest possible arrival times of the transition.
Thus, the noise waveform resulting from aggressor, which is
denoted by , is represented by ( ), where

is the peak noise voltage andand are the slopes of the
rising and falling edges of the noise waveform, respectively.

As mentioned in Section I, the randomness or variability is
over different clock cycles, and is a result of the random point
in time when each aggressor switches. Letbe the random
variable that denotes the time instance in at which ag-
gressor switches. We assume that is uniformly distributed
over , i.e.,

(1)

where denotes theramp function which is defined as
if otherwise . This assumption is

not very restrictive and the approach can be extended to other
distributions of switching events. However, in the absence of
any other information, the uniform distribution is the mean-
ingful choice. For a given value of , is expressed as

elsewhere
(2)

With being a random variable, is a stochastic process,
and for a fixed value of , is a random variable. Let

denote the distribution function
of . For a fixed value of , if waveforms given by (2)
are generated corresponding to sample observations of ,
then represents the fraction of those waveforms
that at time have a value . For a fixed

(3)
This leads directly to the distribution function of , ex-
pressed in terms of the distribution function of.

otherwise
(4)

Let represent the waveform of the total noise on a given
victim net in a cluster of size . As stated earlier, the use of
linear models for the victim and aggressor drivers, allows us to
represent the total noise on a victim as a sum of the noise due
to each aggressor. We assume that the random variables,

, are independent. To account for the fact that an
aggressor may or may not switch within a clock period, we in-
troduce a binary random variable associated with aggressor
, where with probability and with probability

( ). is called the switching probability of aggressor. The
random variable that represents the total noise on the victim is

(5)

The process is not stationary and, therefore, its statis-
tics depend on. Furthermore, the noise waveforms resulting
from the individual aggressors often differ widely in scale and,
therefore, the assumption that they are random samples from the
same population cannot be justified. As a result, it is not possible
to derive a closed-form expression for the probability distribu-
tion of . The alternative, which is to carry out numerical
convolution for each, would be computationally prohibitive.
Therefore, we proceed with the next best alternative, which is
to derive bounds on the tail probability of . The bounds
that we derive are based on first obtaining expressions for all of
the moments of . Before we proceed with this, we examine
the basic assumptions made in the model.

III. D ISCUSSION OFASSUMPTIONS

The objective of this paper is to provide a method to esti-
mate the likelihood of a (functional) noise violation reported by
a noise simulator that assumes a worst case scenario. An analyt-
ical approach is needed for this, since Monte Carlo simulation
would be prohibitively expensive given the large number of nets
that have to be processed in a industrial setting. Consequently,
several simplifying assumptions were made to arrive at such a
solution. These are as follows.

1) The time at which each aggressor switches is uniformly
distributed within its timing interval.

2) The noise pulse of a given aggressor is approximated by
a triangular shaped pulse.

3) The individual aggressor signals are independent.
The first assumption can be relaxed and the analysis extended

to other distributions. It was made primarily because existing
timing verifiers only provide an interval and no distribution.
However, the results can be extended to other distributions. An
example would be a triangular distribution [27], which can be
intuitively justified.

The second assumption seems to be necessary for analytical
tractability. The noise pulse due to an aggressor is more accu-
rately represented by a sum of weighted exponentials. However,
this would not lead to an analytical solution. In the interest of
being conservative when constructing the bound on the expected
number of clock cycles for the first violation, it is a simple to
construct a triangular pulse that approximates a given exponen-
tial pulse.

The third assumption, namely, independence of the aggres-
sors, is technically an orthogonal issue under a zero-delay
model. That is, under the zero delay model, the determination
of logic correlations (which is an intractable problem in itself)
is done separately and only those aggressors that could be
switching in the same direction would be included in a cluster.
These have been accounted for in the experiments. However,
temporal correlations are far more difficult to model and no
effective solution to include them and still maintain analytical
tractability, is known. It should be pointed out that if a group
of nets is highly correlated (logically or temporally), then the
probabilistic analysis may be optimistic. This would be the
case when, for example, a signal crosses a bus, and all lines of
the bus switch at the same time. One approach to address this
problem is to identify nets that are correlated and treat them
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as a single net in the probabilistic analysis, i.e., with a single
timing window and a peak noise height equal to the sum of the
noise heights of each line of the bus.

IV. CRITERION FORPRIORITIZING NETS

A simple criterion that designers can use to prioritize nets
that are identified as having potential noise violations is theex-
pectednumber of clock cycles before the first violation occurs.
We refer to this as the MTF. A noise violation is said to occur
on a victim net if the total noise on that victim exceeds a
given threshold . The threshold is calculated based on the char-
acteristics of the victim’s receiver gate. On each clock cycle, we
observe a realization of . Let be the random variable
that denotes the number of clock cycles required to observe the
first noise violationat time . Assuming independence of noise
waveforms over different clock cycles, the probability that the
noise on this victim will exceed for the first time on th cycle
is given by [28]

(6)
Let denote the expectation operator. The average or expected
number of clock cycles before the first violation occurs at time

within a clock period, is given by

(7)

When assigning a victim net a very low priority or even dis-
carding it from further consideration because its is very
large (e.g., five years), we should ensure thatis selected so that,
at no other value of, the is smaller. Thus, we have

is minimum (8)

(9)

To compute , we need the distribution function of
. An analytical form does not appear to be possible. The

alternative, which is to carry out numerical convolution for each
, would be computationally prohibitive. Therefore, we proceed

with the next best alternative, which is to derive bounds on
.

V. BOUNDS ONNOISE PROBABILITY

A common strategy to construct an upper bound on the prob-
ability that a nonnegative random variable exceeds a given value
is to construct a parametric family of upper bounds and then find
the value of the parameter that minimizes the upper bound. This
approach is based on the Chernoff bound [29], which states that

(10)

where is the moment-generating function (mgf) of
, and is an unknown parameter to be determined. From

(5) and from the properties of the mgf, we have

(11)

By definition of the mgf, we have

(12)

where is the expectation of the , which is the th
order moment of .

Let . The value of that mini-
mizes is the solution to (13) [29]

(13)

Equation (13) can be simply expressed as

(14)

Using (11) and (14), the value of that minimizes the bound
given by the right-hand side of (10) is the solution to the equa-
tion

(15)

We have now established a method to compute a lower bound
on MTF. First, we have to determine [see (8)]. Then we have
to minimize with respect to . Before we proceed
with this task, we need expressions for [see (11) and
(12)].

A. Moments of Total Noise

By definition, and
is given by (1). Integrating by parts and noting that
has a finite jump at , we obtain the following recurrence
relation:

(16)

Equation (16) can be solved exactly. The derivation appears
in Appendix A. The exact form is given by

(17)
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Fig. 1. Theoretical and sample mean of total noise of one victim with ten aggressors.

where [using (4) and (1)] is given by

(18)

Equation (17) expresses theth order moment of the noise
waveform due to aggressor, in terms of its descriptors,
( ). The moments of can be obtained from
(17) and (5). To see how the theoretical and sample moments
compare, the first four moments were computed for many
clusters taken from a PowerPC microprocessor. Using the
timing intervals for each aggressor that were obtained from
static timing analysis, and the noise estimates produced by
the simulator [6], a MonteCarlo simulation was carried out
by varying the switching point of each aggressor. For each
selection of switching points, the composite waveform was
computed and was repeated 5000 times. This corresponds
to 5000 clock cycles. Figs. 1–4 show plots of the theoretical
[using (17)] and sample mean, standard deviation, and the third
and fourth moments. The timing intervals associated with each
aggressor are shown at the bottom of each plot. As can be seen
from these plots, there is very good agreement between the
theoretical and sample moments.

Since the ordinary moments involve only simple powers of,
the mgf can be obtained almost by inspection. Using

the definition of given in (12) and substituting the
expression for given in (17) into (12), we obtain

(19)

[the mgf of ] is computed by substituting (19)
into (11).

Before we proceed with the optimization of the bound given
in (10), it will be instructive to see what the bounds look like as
a function of and . Figs. 5 and 6 show plots of the bound in
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Fig. 2. Theoretical and sample standard of total noise of one victim with ten aggressors.

Fig. 3. Theoretical and sample third moment of total noise of one victim with ten aggressors.

(10) for a cluster of size ten, without and with timing intervals,
respectively. Note that ignoring the timing intervals of aggres-
sors simply means that the timing intervals span the entire clock
period. In the time interval of interest, Figs. 7 and 8 show that

the bound (10) as a function of is a convex surface. Figs. 9
and 10 show that once the desired value ofis obtained, then
the optimal value of can be obtained very quickly by either
gradient or direct search techniques.
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Fig. 4. Theoretical and sample fourth moment of total noise of one victim with ten aggressors.

Fig. 5. Chernoff bound of a net with ten aggressors without timing intervals.

B. Method for Computing the Bound

In Section IV, we stated that a lower bound on the expected
number of clock cycles to observe the first violation (total noise
exceeding a given threshold) requires determining a value ofat

which is minimum, or equivalently the value ofthat
maximizes . That value of is denoted by . Since
is also unknown, an iterative search alongand would be pro-
hibitively time consuming, given the large number of clusters
that have to be processed. Moreover, convergence is not guaran-
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Fig. 6. Chernoff bound of a net with ten aggressors with timing intervals.

Fig. 7. Plot in Fig. 5 restricted to smaller range oft.

teed. We now describe a novel procedure that identifiesfirst,
without having to know , and then the bound can
be easily minimized with respect tousing gradient search.

The solution to finding is based on the monotonicity prop-
erties of the mgf . These properties allow us to iden-
tify a finite set ( for a cluster of size ) of distinguished time

points , which we refer to asbreakpoints. Now for a fixed ,
the maximum value of will occur at the breakpoints
or in between two breakpoints. The latter may occur because
at some breakpoint, the mgf of some of the aggressors are in-
creasing, while the mgf of others are decreasing. In such a sit-
uation, we would have to iteratively search, between every pair
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Fig. 8. Plot in Fig. 6 restricted to smaller range oft.

Fig. 9. Plot in Fig. 5 for a single value oft.

of such breakpoints, for the value of, where attains
a maximum. Moreover, the point within such an interval where

the maximum of occurs will generally depend on.
To avoid this, we construct a modified mgf such that
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Fig. 10. Plot in Fig. 6 for a single value oft.

, for all , and so that only the break-
points in need to be examined in order to determine the value
of , where is maximum. Furthermore, many of the
points in can be discarded. Finally, at each time point in the
reduced set of breakpoints, we solve (15) to findusing gradient
search and choose that value ofthat minimizes the bound. Note
that this is a conservative solution in that it will lead to a smaller
lower bound on MTF*.

Consider the mgf of given in (19). For a fixed , its
behavior as a function ofcan be classified into two cases.

Case 1) : This situation occurs
when the width of the timing interval is greater than the width
of the noise pulse. In this case, is:

• monotonically increasing for ;
• constant for ;
• monotonically decreasing for .

Case 2) : In this case, is:

• monotonically increasing for ;
• monotonically decreasing for

where is given by

(20)

The points where changes direction are thebreak-
points of . The breakpoints of all of the aggressors are
collected into a list and sorted in increasing order. Formally,

, where is defined as

if case 1

otherwise

With aggressors, the maximum possible number of points in
is . However, most of the points in can be eliminated from
further consideration. This is done by associating a direction
with for each .

if is decreasing
if is constant
if is increasing

Now can be constructed from as follows.
Let .

if and
otherwise

and .
As stated above, many of the points incan be discarded. Let
be the first point in such that , for some . Let

be the last point in such that , for some . Then points
in ( ) and ( ) can be discarded. This is
because and are the first and last points where one of the
modified mgfs has reached its peak. Note that this re-
duction is possible only with and not with .
Once a time point , where is maximum is iden-
tified, then the value of that minimizes is computed
by numerically solving (15) with replacing .

VI. EXPERIMENTAL RESULTS

The noise simulator that was used is called ClariNet [6],
which is an industrial noise analysis tool that was developed
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Fig. 11. Histogram of thelog (B(� ; t ; �)).

to analyze large, high-performance processor designs. The
simulator embodies several features that help speed up noise
analysis, allowing it to process hundreds of thousands of nets
in a few hours.

The noise simulator iterates over all nets to analyze their
noise. First, the victim net is reduced to a simplified network
which is guaranteed to overestimate the noise. The calculated
noise is compared against a designer-specified acceptable noise
value and if it is smaller, the victim net passes the noise analysis.
Three filters with increasing complexity are used sequentially
to quickly eliminate those nets that are guaranteed to pass noise
analysis. If the net does not pass the noise filters, we linearize
the aggressor and driver gates. The noise on the victim net is
calculated using linear superposition where the noise induced by
each aggressor is simulated while grounding the other aggressor
voltage sources. We then use the logic and timing correlations
to determine the subset of aggressors that induce the maximum
possible noise. The combined noise from these aggressors is
added to the propagated noise from the previous stage which is
a predetermined noise threshold voltage. This aggregate noise
pulse is propagated through the victim receiver gate by simu-
lating it. If the noise peak at the output of the receiver gate is
greater than the predetermined noise threshold, a noise failure
is reported. For faster execution, the aggregate noise peak can
be compared against a precharacterized table of ac noise. Fur-
ther details of this tool are available in [6] and [7].

The experimental results reported in this paper were gener-
ated by performing noise analysis for a high-performance Pow-
erPC microprocessor. The total number of nets analyzed was
nearly 200 000. The total number of nets reported as having a
noise violation was 2141. Each net was analyzed twice—once

for low overshoot(victim net is to be stable at logic 0 and its
aggressors switch from logic 0 to logic 1) and once forhigh un-
dershoot(victim net is stable at logic 1 and aggressors switch
from logic 1 to logic 0). As a result, the total number of viola-
tions was 2501. The maximum cluster size (number of aggres-
sors per victim) net was set to ten. For each net, the noise report
indicates the peak height and width of the noise injected on the
net by each aggressor, and the threshold of the receiver gate.
This is data that was used for the probabilistic analysis as de-
scribed in this paper.

For each cluster, the optimal value of the bound was com-
puted, with set to the receiver’s threshold. Fig. 11 shows a
histogram of the . Note that a value less
than on the abscissa of the histogram represents an MTF
of more than five years for a continuously running 555-MHz
processor. For this particular experiment, 634 out of 2501, or
25.35% of the violations were in this category. Fig. 12 shows
a plot of the percentage of nets that have an MTF greater than
or equal to the value on the abscissa. It is important to note that
the set of all nets, when using timing intervals (lower plot in
Fig. 12), is much smaller than the set of nets when timing inter-
vals are ignored.

The bounds on the MTF depend on the switching proba-
bilities for each aggressor [see (11)]. The computation of the
switching probability of each net is a very complex problem and
various methods have been reported in the literature, especially
in works addressing dynamic power estimation. The problem
requires examining both temporal and spatial correlations of
signals [30]. Computing the switching probability is itself a dif-
ficult problem, and the existing techniques are computationally
expensive. Moreover, the number of nets we have to process is
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Fig. 12. MTF of nets (switching prob: = 0:2).

on the order of hundreds of thousands. Hence, in the experi-
ments we performed, the switching probability of each net was
set to 0.2, which is the value used by the designers to estimate
the average dynamic power consumption. Fig. 13 shows a
plot of the MTF versus years for three different switching
probabilities. As expected, the most pessimistic results would
be for the case where every net is switched. The percentage of
nets with an MTF of years is approximately, 22%, 13%,
and 8%, corresponding to switching probabilities of 0.2, 0.5,
and 1.0.

We now examine the MTF of the whole chip. Suppose only
those nets whose MTF is less thanyears arefixed, (i.e., mod-
ified in some way to reduce or eliminate the noise). Let
denote the set of nets whose MTF is greater than or equal to
years. If a noise violation occurs on any net in , then the
chip is deemed to have failed. Assuming noise violations on dif-
ferent nets are independent events, the probability that the chip
will fail due to the nets in is given by

Prob Chip Fails (21)

where is the probability that there is a noise violation on net
, for . The Chernoff bound on is used to obtain an

upper bound on PCF and a corresponding lower bound on the
MTF of the chip.

We are interested in determining the maximum number of
nets in that can be ignored and still have an MTF of the
chip to be greater than or equal toyears. That is, once
is determined, we determine the largest subset
such that , where is the number of clock

cycles per year. Fig. 14 shows a plot of versus . From
this figure, we see that the number of nets that we can possibly
ignore based on the chip MTF years is 422 (16.87% of the
nets). This is in contrast to the 634 (25.35% of the nets) whose
MTF individually is years. The plot also indicates that the
number of nets that can be ignored which a chip MTF of
years is 13.63%.

Next, we examined how the ranking changed when it is based
on the MTF versus when it is based on the peak noise. We
deleted the nets whose MTF was greater than or equal to five
years. The number of nets remaining was 1867. For these nets,
we computed the MTF* values. This provides an alternative
ranking based on the expected number of clock cycles required
to observe a noise violation for the first time, rather than simply
the sum of all of the noise peaks injected by each aggressor.
Two sorted lists and of the nets were generated.

is the set of nets in decreasing order of the magnitude
of the peak noise of the composite waveform. is the set
of nets in increasing order of their MTF* values. Fig. 15 shows
a plot of the percentage of nets in the original list that
retain their ranking in the second list , as each list is tra-
versed. The abscissa represents the topof the nets. The or-
dinate represents the percentage of the nets in the topof list

that remained in the top of the nets in list .
For example, from the top 20% of the list which rep-
resents 373 nets, only 12.5% ofthem( nets) remained in
the top 20% of . If the ranking of the nets did not change,
then the plot would be a horizontal line at 1. The important con-
clusion here that the probabilistic approach identifies nets based
not only on the noise magnitude, but also on the likelihood of oc-
currence. Nets for which the simulator reports a relatively small
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Fig. 13. MTF versus years for different switching probabilities.

Fig. 14. Number of nets versus chip MTF.

noise violation may become more important, resulting in cor-
rective action being taken on them before nets with larger noise
magnitudes.

The next generation of the processor chip was also simulated.
In this run, no limit was set on the size of a cluster, i.e., on the

maximum number of aggressors associated with a victim. In this
case, the total number of noise violations reported by the noise
simulator was 429. This run would include clusters with a large
number of small aggressors. Table I shows the result of this ex-
periment. It is seen that the percentage of nets with MTF greater



VRUDHULA et al.: PROBABILISTIC ANALYSIS OF INTERCONNECT COUPLING NOISE 1201

Fig. 15. Results of ranking of nets by likely noise magnitude.

TABLE I
PERCENT OF NETS WITH MTF > Y YEARS

VERSUSY FOR NEXT GENERATION CHIP

than a given number of years is larger than in the previous run.
This is to be expected, as the likelihood of a noise violation de-
creases when there are a larger number of small aggressors.

VII. CONCLUDING REMARKS

In this paper, we presented a new approach toward analyzing
functional noise due to capacitive coupling of interconnects.
The primary objective was to provide a measure of the likeli-
hood of a noise violation to rank the nets. This could be used to
select nets for possible application of noise avoidance strategies.
Several simplifying assumptions were made (e.g., concerning
the nature of the noise pulse due to each aggressor, the distri-
bution of their switching times, and logic and temporal cor-
relations among different aggressors) to arrive at a analytical
solution. Even with the restrictions, only upper bounds on the
likelihood of a noise violation or equivalently, a lower bound

on the expected number of clock cycles before the first vio-
lation were obtained. The method was exercised on an indus-
trial high-performance microprocessor, using a recently devel-
oped state-of-the-art noise simulator. There are several ways
this work can be extended and improved. The most obvious
is to extend the analysis to other, possibly more realistic dis-
tributions of aggressor switching times. We believe that tem-
poral correlations should be used as a preprocessing step (e.g.,
group highly correlated aggressors into a single aggressor, etc.),
since attempting to include them in the analysis significantly in-
creases the complexity of the analysis. The most useful direc-
tion to extend this approach is toward the analysis of delay noise
[27].

APPENDIX

A. Solution to Equation 16

(22)

(23)

(24)
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(25)

(26)

For a fixed , let , , and
consider the integral

Integrating by parts times, we obtain, (with
),

(27)

Substituting the above into the RHS of (16) and noting that
and , we obtain

(28)

is obtained by using the definitions of and
given in (4) and (1). In particular, and can

be expressed as

(29)

(30)

Substituting (29) and (30) into (28), carrying out the sum-
mation term by term, and after considerable simplification, the
result expressed in (17) is obtained.
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