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Probabllistic Analysis of Interconnect Coupling Noise

Sarma VrudhulaMember, IEEEDavid T. Blaauw Member, IEEEand Supamas Sirichotiyakul

Abstract—Noise simulators and noise avoidance tools are is also switching, then the noise injected onto the victim by
playing an increasingly critical role in the design of deep sub- the aggressors can result in a significant change in the delay
micron circuits. However, noise estimates produced by these 151 thereby impacting the clock frequency of the circuit. This
simulators are often very pessimistic. For large, high-performance i f noise i f d to atel ise E tatic circuit
industrial ICs, which can contain hundreds of thousands of nets, ype _0 n0|se_ IS referred 1o ay noisel-or sta 'C_ Circuits,
the worst case estimates of the noise results in thousands offunctional noise may not be as severe as delay noise. However,
reported violations, without any information about the likelihood  the increasing use of dynamic circuits makes consideration of
of the possible noise violation. In this paper, we present a prob- functional noise equally important. In addition, the likelihood
abilistic approach to prioritize the violating nets based on the ot aither type of malfunction has increased significantly due
likelihood of occurrence of the reported noise. We derive an upper to | | It d hiah lock f - T
bound on the probability that the total noise injected on a given 0 lower supply voltages _an . igher ¢ OC_ requencies. l_JS’
victim net by a specific set of aggressors exceeds a threshold. Thismethods for accurate estimation of functional and delay noise
is equivalent to a lower bound on the expected number of clock and techniques for reducing their effects have become critical
cycles required to realize the noise violation for the first time, i.e., in the design of DSM circuits.
mean time-to-failure. If the probability of a failure in a victim is Key features of noise simulators [5], [6] include: 1) models
sufficiently small, it is possible that even during the operation of f th twork isti f the victi ' dit )
the part for a number of years, the probability of failure on the of thé network consisting of the V'F: IMm and ItS aggressors, as
net is negligible and the net can be assigned a lower priority for Well as models of the gates that drive them; 2) methods for es-
the application of noise avoidance strategies. We demonstrate the timating the resistance and capacitance of each net and the cou-
utility of this approach through experiments carried out on an  pling capacitance to neighboring nets; 3) criteria for filtering out
Iar_ge |ndustr|_al processor design using a state-of-the-art industrial insignificant aggressors of each net; 4) methods for computing
noise analysis tool. . . e . )

N _ _ _ the noise threshold at the input of the victim’s receiver gate; and
Index Terms—Capacitive coupling, crosstalk noise, functional 5) a simulation engine that numerically solves the network equa-
noise, interconnect analysis, noise estimation. tions to compute the voltage waveform of the noise induced on
the victim.
|. INTRODUCTION As with any aspect of circuit design, there is a tradeoff
between the accuracy of the noise estimation techniques
b . tant reliability i in the d '3%nd the time required to compute them. Fast techniques are
fd ecom% an Imp%rsal\r;l refia .L' yplfjsue In e deSI91ssential since many high-performance industrial circuits can
? heelp suh mlcrond ( d ti\ CIFCUILS. _dthvancgs N ProceS¥ve hundreds of thousands of nets. Consequently, most often
ec Ep 09y tal\lle rr—tzh.uce € dW'Te wiaths an 1 Wllfﬁ Spacln@achclusterconsisting of a victim and its associated set of ag-
resulting in taller, thinner, and closer wires [1]. The cros Jressors, is modeled as a linear network, so that the composite

coupling capacitance between wires has become a domin Oise waveform due to all of the aggressors can be computed

component of the total wire capacitance [1}-[4], and can CaUZE the sum of the noise waveforms due to each aggressor.

a de_gradation in performance ora malfunction (_)f Fhe Circuit. Even with linear models of the nonlinear drivers [6], [7], the
A glltc_h can occur on an _othervwse stahle net (victim) due Bne required for SPICE-level simulation of a fully distributed
switching of its neighboring nets (aggressors) and can th

. ! network is unacceptably high, and hence, reduced order
propagate to a storage element or a dynamic node, which com

lter the circuit state. Noi ing this t ¢ tail dels [8], [9] are used in noise simulators. For constructing
aiter the circuit state. Noise causing this type ol Tallure izq ayoidance strategies or for delay analysis in the presence
referred to agunctional noise Alternatively, if the victim net

of interconnect coupling, further simplifications are necessary.
For example, the coupling capacitan€g) can be replaced with
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k — 1 andk, the transition times of the signals and the timéreshold is presented. If the noise on a victim net originates
at which signal transitions occur. In the case of delay noiseom a significant number of aggressors, the likelihood of all
the switching and transition times of the aggressor depend @B@fgressors combining in a worst case manner is small. If this
only on its gate and wiring delays, but also on the waveform litelinood is sufficiently small, it is possible that even during
the victim’s output [17]. The root cause of the pessimistic estperation of the part for a number of years, the probability of
mates of noise is the way in which the noise waveforms froefailure (i.e., a noise violation) on the net is negligible, and
each aggressor net are combined to form the composite naise net can be assigned a lower priority for the application
waveform. A common approach [5]-[7] is to assume that alf noise-avoidance strategies or even eliminated from further
aggressor nets can switch in the same direction and at the sa@gsideration. The probability of a failure on a victim net will
time, and that their peaks will be aligned. This resultswoast = decrease as the number of aggressor nets involved increases and
casemaximum height composite noise waveform. Often, hovgs their timing windows become wider. One simple criterion
ever, the number of aggressors with significant amount of cor prioritize nets is the expected number of clock cycles before
pled noise can be large, exceeding five to ten aggressors. In sgfirst violation occurs on a specific victim. We refer to this
a case, the likelihood of realizing a worst case composite nOi@@antity as the net'mean time-to-failurdMTF).
where all aggressors are required to switch at exactly the righit js important to note that there is a basic distinction between
time, is small. o the approach taken here and the classical statistical approach
A number of deterministic methods have been proposed:ityt might be used to predict noise. In the latter, the set of all
more accurately estimate the noise waveform by accounting fQfts s viewed as an ensemble and noise associated with a net
the logic [18]-{20] and timing relationships [5], [21]-[24] be-ig jewed as a random variable over the ensemble. Such an ap-
tween the aggressors and a victim. One approach is to perfaffga .h would not lead to accurate statements about any specific
static timing analysis (ignoring the functional information) andt The approach described here characterizes a victim by its set
constructtiming windowswhich specify the earliest and latestys 5y gressors, each of which contributes a specific noise wave-
time that a signal can switch W'th'n a clock c.ycle..The.peak_s Rlrm (a deterministic function of time obtained from simula-
the two aggressors would be aligned only if their timing Wing,,y 44 the victim, Therandomnessr variability of the noise
dows overlap [6]. For delay noise, determining the alignment Bﬁ a victim net is over different clock cycles and arises due to

.the aggressors and relating tha_t to the maximurm Qelay IS MAE times when each aggressor switches over a specified time
involved. In [22], an convergent iterative algorithm is present terval within a clock period

that accounts for the fact that the aggressor timing window ®The rest of the paper is organized as follows. Section |1 con-

pends on the victim’s output. . L ) :
. ; : .. tains a description of the models. A discussion of the assump-
Noise estimates can be improved as well by taking in{0

account logic correlations [6], [23]-[26]. For example, whe jons appears in Section lll. Sections IV and V contain the main

considering functional noise, even if the timing windows Oﬁe.chnlcal contribution, namely, the upper bounds on the proba-

two aggressors overlap, can be determined that the two sigrpa”gy th?t the NoIse on a victim will exceed agiven t_hreshold,
?1d estimates of its MTF. Results of experiments carried outon a

never switch in the same direction, then the noise value is tal . ;
as the maximum of the respective peak values instead of REYe high-performance PowerPC microprocessor are presented

sum of their peak values. In [26], a precise characterization |8fSect|on VI. A brief description of a recently developed indus-

such signal interactions based entirely on the logic or functiorfd?! n0|Te ;lmul?tor called Cls.nNet [6], [7], which was used in
characteristics is given. This allows identification of signal§'€ @nalysis is also given in this section. Section VII contains a

that can interfere as input to noise avoidance tools. In [28<Mmary.

the problem of identifying the vector pair that would result in

two nets SWitChing within a given interval is formulated as a Il. PROBABILISTIC MODEL OF NOISE

constrained optimization of a pseudo-Boolean function. i o
Although the incorporation of timing information in noise N the remainder of the paper, we refer to a victim with a set

analysis improves the accuracy of the noise estimates, typicafl;”» @ggressors as@uster of sizex. Since we are examining

the timing windows obtained from static timing analysis arBinctional noise, without loss of generality, we assume that the

wide and eliminate only a small portion of the reported failictim is stable at logic 0, and an aggressor switches from logic

ures. In addition, for large circuits, only a limited amount of to logic 1.

logic correlations can be derived because physical proximityTo accommodate a very large number of nets, noise sim-

of nets and logic dependencies between them need not beuiators use linear models for the victim and aggressor driver

lated. Moreover, these methods require high computational gtes and construct a distribut®C network for each ag-

fort. Even after accounting for logic and timing correlationggressor—victim combination. The composite noise waveform is

noise reports for high-performance circuits with hundreds eftained by taking the sum of the noise waveforms resulting

thousands of nets often identify thousands of nets with potérem each aggressor. From linear circuit theory, the general

tial violations, and provide only the worst case noise assoéprm of the noise waveform seen on the victim due to an ag-

ated with each victim. Deterministic methods, therefore, can ngtessor switching is a sum of weighted, decaying exponentials,

completely address the problem inherent in the pessimistic #% number of terms being equal to the order of the circuit. To

sumptions of coupled noise analysis. simplify the algebraic work, we take a linear approximation
In this paper, a method for estimating tlikelihood that for the rising and falling portions of the waveform. Conse-

a total noise functiona) on a victim net will exceed a given quently, the noise waveform resulting from each aggressor is
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approximated by a triangular pulse. In addition, we associate alrhe process,, (t) is not stationary and, therefore, its statis-
timing window[qa;, b;] with aggressof, wherea; andb; denote tics depend on. Furthermore, the noise waveforms resulting
the earliest and latest possible arrival times of the transitidnom the individual aggressors often differ widely in scale and,
Thus, the noise waveform resulting from aggressavhich is therefore, the assumption that they are random samples from the
denoted byZ;(t), is represented byh{,r;,d;,a;,b;), where same population cannot be justified. As aresult, itis not possible
h; is the peak noise voltage amgandd; are the slopes of the to derive a closed-form expression for the probability distribu-
rising and falling edges of the noise waveform, respectively. tion of S,,(¢). The alternative, which is to carry out numerical

As mentioned in Section |, the randomness or variability ionvolution for eacht, would be computationally prohibitive.
over different clock cycles, and is a result of the random poiitherefore, we proceed with the next best alternative, which is
in time when each aggressor switches. ebe the random to derive bounds on the tail probability &f,(¢). The bounds
variable that denotes the time instancddn b;] at which ag- that we derive are based on first obtaining expressions for all of
gressor; switches. We assume thatis uniformly distributed the moments of,, (¢). Before we proceed with this, we examine
over[a;, b;], i.e., the basic assumptions made in the model.

F..(2) = Prob(r; < z) = &=+ =@ =bi)y gy

b; —a; lll. DISCUSSION OFASSUMPTIONS

where (x), denotes theamp function which is defined as The objective of this paper is to provide a method to esti-
()4 = xif z > 0, otherwise(z), = 0. This assumption is mate the likelihood of a (functional) noise violation reported by
not very restrictive and the approach can be extended to otheroise simulator that assumes a worst case scenario. An analyt-
distributions of switching events. However, in the absence wfl approach is needed for this, since Monte Carlo simulation
any other information, the uniform distribution is the meanaould be prohibitively expensive given the large number of nets
ingful choice. For a given value af, Z;(t) is expressed as  that have to be processed in a industrial setting. Consequently,
several simplifying assumptions were made to arrive at such a

Zi(t) = 21((2—_—Tzzt ) 4k Zitti%— b solution. These are as follows.
0? T ' v aisewhere. d; ‘ 1) T.he.time at \{vh_ich ea_ch_ aggressor switches is uniformly
’ @) dlstrlbu'ted within its t|m|ng interval. . .
With 7; being a random variableZ;(t) is a stochastic process, 2) The noise pulse of a given aggressor is approximated by
and for a fixed value of, Z;(t) is a random variable. Let a triangular shaped pulse.

Fz,1)(2) = Prob(Z(t) < z) denote the distribution function 3) The individua! aggressor signals are independgnt.
of Z;(t). For a fixed value of, if N waveforms given by (2) The first assumption can be relaxed and the analysis extended
are generated corresponding 3 sample observations of, © other distributions. It was made primarily because existing

then F, (,y(z) represents the fraction of thogé waveforms timing verifiers only provide an interval and no distribution.
that at timet have a value< z. For a fixedt However, the results can be extended to other distributions. An

example would be a triangular distribution [27], which can be
(Zi(t) < 2} = {Ti >¢— ﬁ} U {Ti <t-— hi _ hi + i} _intuitively justified.
ri o di T 3) The second assumption seems to be necessary for analytical
. . o . tractability. The noise pulse due to an aggressor is more accu-
This |eacjs directly to th? d_lstrl_butlon fgnctlon &;(t), ex- rately repBr/esented by apsum of weighted ggponentials. However,
pressed in terms of the distribution functionof this would not lead to an analytical solution. In the interest of
Fz.(2) being conservative when constructing the bound on the expected
L_F (t—i) F (t—ﬁ—ﬂ+i) 0< s <h number of cI(_)ck cycles for the first V|0I§t|on, it is a simple to
B i T i re dp ' di ) =~ =" construct a triangular pulse that approximates a given exponen-
1L z>hi " ftal pulse.
0, otherwise The third assumption, namely, independence of the aggres-
(4)  sors, is technically an orthogonal issue under a zero-delay

Let S, () represent the waveform of the total noise on a giv ode]. That is, .under th.e zero dglay model, the dete.rm_ination
victim net in a cluster of size. As stated earlier, the use of,o logic correlations (which is an intractable problem in itself)

linear models for the victim and aggressor drivers, allows us'd done separately and only those aggressors that could be

represent the total noise on a victim as a sum of the noise

dq%ltching in the same direction would be included in a cluster.
to each aggressor. We assume that the random varizbiels ese have been accounted for in the experiments. However,
1=1,2,...,n, are independent. To account for the fact that

mporal correlations are far more difficult to model and no
aggressor may or may not switch within a clock period, we i ective solution to include them and still maintain analytical
troduce a binary random variahlé; associated with aggressortraCtab'“ty'

is known. It should be pointed out that if a group
1, whereX; = 1 with probabilityp; andX; = 0 with probability

i

of nets is highly correlated (logically or temporally), then the

(1—p,). p; is called the switching probability of aggressoFhe probabilistic analysis may be optimistic. This would be the

random variable that represents the total noise on the victim fase whenz for example, a 5|gnal crosses a bus, and all lines c_)f
the bus switch at the same time. One approach to address this

() = Z1(t) « X1+ Zo(t) « Xo + -+ Zp(t) * X, problem is to identify nets that are correlated and treat them
Sn(t) = Z1(t) % X1 + Zo(t) * X Zn(t) * X, (5) blem is to identify nets th lated and treat th
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as a single net in the probabilistic analysis, i.e., with a singieheres(Zk(t)) is the expectation of th&¥ (¢), which is thekth
timing window and a peak noise height equal to the sum of tlkeder moment oZ;(¢).

noise heights of each line of the bus. Let B(#,t,a) = e *®g )(#). The value off that mini-
mizesB(#,t, «) is the solution to (13) [29]
IV. CRITERION FORPRIORITIZING NETS g(gn(t)eesn(t)) (I)’Sn (t)(e) 13
A simple criterion that designers can use to prioritize nets S(eesn <t)) s, (1) (0) (13)
that are identified as having potential noise violations isgke Equation (13) can be simply expressed as
pectednumber of clock cycles before the first violation occurs. dlog (‘1’5 (t)(e))
We refer to this as the MTF. A noise violation is said to occur — = =aq. (14)

de

on a victim net if the total nois#,, (¢) on that victim exceeds a Using (11) and (14), the value éfthat minimizes the bound
given threshold:. The threshold is calculated based on the Chagﬁiven by the right-hand side of (10) is the solution to the equa-

acteristics of the victim’s receiver gate. On each clock cycle, g,

observe arealization ¢, (¢). Let N(¢) be the random variable . ,

that denotes the number of clock cycles required to observe the Z pi®, (t)(a) - (15)
first noise violationat timet. Assuming independence of noise

=«
Pi®z, 1) (0) +1—pi

waveforms over different clock cycles, the probability that the _

noise on this victim will exceed for the first time orkth cycle e have now established a method to compute a lower bound

is given by [28] on MTF First, we have tq determiné [see (8)]. Then we have
to minimize B(6,t*, «) with respect tof. Before we proceed
Prob(N(t) = k) = [P(Sn(t) < Oz)]k_l*(l—P(Sn(t) < a)). with this task, we need expressions &(ZF(t)) [see (11) and
6 (@12
Let £ denote the expectation operator. The average or expected i
number of clock cycles before the first violation occurs at tim@: Moments of Total Noise

i=1

t within a clock period, is given by By definition, £(ZF(t)) = [7_ 2*dFz,1)(2) andFz, 1)(2)
1 is given by (1). Integrating by parts and noting thgf, ;) (z)
MTE(t) = £(N(t)) = P(Sa() > a) (") " has a finite jump at = 0, we obtain the following recurrence
o - " 7 . relation:
When assigning a victim net a very low priority or even dis- h
carding it from further consideration becaust$ F(t) is very €(Zf(t)) = hk — k/ Zk_lei(t)(Z)dZ- (16)
large (e.g., five years), we should ensure thatelected so that, . J0 o
at no other value of, theMTF () is smaller. Thus, we have Equation (16) can be solved .exa}ctly. The derivation appears
o in Appendix A. The exact form is given by
t* ={t | MTF(¢t) is minimum} (8) £(Z5 ()
MTF* =MTF(t*). 9) ‘ 1
_nk
To computeMTF(t), we need the distribution function of =0"Fz,»(0) + (bi — a;)(k + 1)r;

1
Sn(t). An analytical form does not appear to be possible. The k1
alternative, which is to carry out numerical convolution for each ] [(hi +ry (t - hi )
t, would be computationally prohibitive. Therefore, we proceed
with the next best alternative, which is to derive bounds on

P(Sa(t) > ). ) <h . (t_ " h_) )k“
Ti) 4

V. BOUNDS ONNOISE PROBABILITY

A common strategy to construct an upper bound on the prob- + (ri(t — ai)+)k+1 — (ri(t — bi)+)k+1]
ability that a nonnegative random variable exceeds a given value
is to construct a parametric family of upper bounds and then find i 1
the value of the parameter that minimizes the upper bound. This (bi — a;)(k+ 1)'d;
approach is based on the Chernoff bound [29], which states that b k+1
P(Sn(t) > a) < e "®g, »(0) V6 >0 (10) [(h d; (t bi — T—>+)

where®g ()(#) is the moment-generating function (mgf) of _—
S, (t), andd is an unknown parameter to be determined. From hi
(5) and from the properties of the mgf, we have — |\ i —di{t—ai— .

n

=1
By definition of the mgf, we have

° " ’ hl hi kol
Pzt (0) = Z 7€(ka(!t))0k (12) - <_di(t —bi - o d_i)+ ] 17)

k=0

P 0) = Py n(0)+1—p;). 11 ) )
S, (t)( ) H (P Z,(f)( ) p ) (11) N <_di (t W h; hl>
T +
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Fig. 1. Theoretical and sample mean of total noise of one victim with ten aggressors.

whereFz, ) (0) [using (4) and (1)] is given by the definition of @ (,(#) given in (12) and substituting the
expression fo€ (Z¥(t)) given in (17) into (12), we obtain
1 Dy (6
Fr)(0) =1 = g [(t = ai)+ — (¢ = bi)+] z.(0) 1

= FZv.(t)(O) + (bt _ ai)rig

- -2+ 244
“ " + -[exp(& <}LZ’+7‘Z‘ <t—bi—i> ))
+

T

hi | hi |,
(G (e t))

Equation (17) expresses th¢h order moment of the noise + exp(ri(t — ai)+) — exp(fr(t — bi)+]
waveform due to aggressar in terms of its descriptors, 1
(hi, i, d;, i, b;). The moments oF,,(¢) can be obtained from I
(17) and (5). To see how the theoretical and sample moments (bi — ai)d;t
compare, the first four moments were computed for many h;
clusters taken from a PowerPC microprocessor. Using the [e"p (6 <hi +d; <t —bi — ;) ))
timing intervals for each aggressor that were obtained from ot
static timing analysis, and the noise estimates produced by h;
the simulator [6], a MonteCarlo simulation was carried out T exp <6 <hi +di <t T _L>+))
by varying the switching point of each aggressor. For each
selection of switching points, the composite waveform was Fexp <—0d< <t _ (h_z n h_z 4 a,) ))
computed and was repeated 5000 times. This corresponds ¢ o d; ‘ n
to 5000 clock cycles. Figs. 1-4 show plots of the theoretical
[using (17)] and sample mean, standard deviation, and the third — exp | —0d; <t — <h_b + hi + bl>> . (19)
and fourth moments. The timing intervals associated with each ri o d +
aggressor are shown at the bottom of each plot. As can be 8RN, (¢) [the mgf of S, (#)] is computed by substituting (19)
from these plots, there is very good agreement between thg) (11).
theoretical and sample moments. Before we proceed with the optimization of the bound given

Since the ordinary moments involve only simple powers of in (10), it will be instructive to see what the bounds look like as
the mgfd .,y (#) can be obtained almost by inspection. Using function off andt. Figs. 5 and 6 show plots of the bound in
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Fig. 2. Theoretical and sample standard of total noise of one victim with ten aggressors.
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Fig. 3. Theoretical and sample third moment of total noise of one victim with ten aggressors.

(20) for a cluster of size ten, without and with timing intervalsthe bound (10) as a function éfis a convex surface. Figs. 9
respectively. Note that ignoring the timing intervals of aggresnd 10 show that once the desired value @f obtained, then

sors simply means that the timing intervals span the entire claitle optimal value of can be obtained very quickly by either
period. In the time interval of interest, Figs. 7 and 8 show thgtadient or direct search techniques.
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Fig. 5. Chernoff bound of a net with ten aggressors without timing intervals.

whichMTF(¢) is minimum, or equivalently the value ofthat
maximizesB(0,t, a). That value ot is denoted by*. Sincef

In Section 1V, we stated that a lower bound on the expect&lalso unknown, an iterative search alghgndt would be pro-
number of clock cycles to observe the first violation (total noidebitively time consuming, given the large number of clusters

B. Method for Computing the Bound

exceeding a given threshold) requires determining a valuatof that have to be processed. Moreover, convergence is not guaran-
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teed. We now describe a novel procedure that identifidsst, points7, which we refer to adreakpoints Now for a fixedd,

without having to knowd, and then the boun& (¢, ¢+, o) can the maximum value o® g () (#) will occur at the breakpoints

be easily minimized with respect tousing gradient search.  or in between two breakpoints. The latter may occur because
The solution to finding™* is based on the monotonicity prop-at some breakpoint, the mgf of some of the aggressors are in-

erties of the mgfbz, ;) (¢). These properties allow us to iden-creasing, while the mgf of others are decreasing. In such a sit-

tify a finite set @n for a cluster of size) of distinguished time uation, we would have to iteratively search, between every pair
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of such breakpoints, for the value bfwhere®s, ) (¢) attains  the maximum of®s, +)(¢) occurs will generally depend ah
a maximum. Moreover, the point within such an interval whero avoid this, we construct a modified méf; (;)(#) such that
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D ®(0) > @5, )(0), for all #, and so that only the break-With» aggressors, the maximum possible number of poirfsin
points in7 need to be examined in order to determine the valig4n. However, most of the points i can be eliminated from

of ¢, Wherefisn () is maximum. Furthermore, many of thefurther consideration. This is done by associating a dire¢tign

points in7 can be discarded. Finally, at each time point in theith @, ,(¢) for eacht; € 7.

reduced set of breakpoints, we solve.(15). to fincsing gradient 1, if @z,,(0) is decreasing

search and choose that valuédfiat minimizes the bound. Note 5. =40 if (1)27 (tJ)w) is constant
o . o L i = , At

that this is a conservative solution in that it will lead to a smaller 1, if B.(,.,(6) is increasing

lower bound on MTF*. _
Consider the mgf ofZ;(¢) given in (19). For a fixed), its ~ Now @z, ;)(0) can be constructed frodz, (1) (¢) as follows.
behavior as a function dfcan be classified into two cases. Let7 = {t1,ta,...,tm}.
Case 1) b, —a; > h;/r; + h;/d;: This situation occurs ézv(tl)(g):(bz_(tl)(g)
when the width of the timing interval is greater than the width .~ '
of the noise pulse. In this casey, ;) (0) is: ®z:65)(0) _
« monotonically increasing fare [a;, h; /7; +hi/di + a;); _ { Pzi(t;_)(0), i bij—1 = —land 3k, 6 j1 =1 .
« constant fott € [h;/r; + hi/d; + a;,b;); ®z,,(0),  otherwise
» monotonically decreasing fore [b;, h;/r; + h;/d; + b;]. and ésn 0 (0) =TI, ‘f’zi 0(0).
Case 2); — a; < hi/ri + h;i/d;: Inthis case® z, ) (0) is: As stated above, many of the pointg/ircan be discarded. Let
« monotonically increasing far € [a;, ;]; t; be the first point ir” such that; ; = —1, for somei. Lett;,
« monotonically decreasing fore (Z;, h;/r; + hi/d; + b;] be the last point i such thab; ;, = 1, for somei. Then points
wherei; is given by in (t1,...,t;—1) and ¢x+2, ..., t,) can be discarded. This is
because; andt, are the first and last points where one of the
i = di <E + hi + ai) + (20) Mmodified mgfs® .+ (#) has reached its peak. Note that this re-
ritdi \ri  d; i +di duction is possible only wit@ziit)(e) and not with® 7, ) (6).
The points where ;. ,(¢) changes direction are tieak- Once atime point” € 7, where®s, (;)(¢) is maximumis iden-
points of Z;(t). The breakpoints of all of the aggressors artified, then the value of that minimizes3 (6, t*, o) is computed
collected into a lis7 and sorted in increasing order. Formallyby numerically solving (15) withlb replacing®.
T = U;7;, wherer; is defined as

h h h h . VI. EXPERIMENTAL RESULTS
{aq:,,n—?+d—’_+a7;,b,,;,r—7+d—’_+b,;}, if case 1 _ _ _ .
‘ ‘ ’ ‘ The noise simulator that was used is called ClariNet [6],

T; = .
7 h; h; H . . . . . .
{anti: w tat bl} , otherwise  which is an industrial noise analysis tool that was developed
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to analyze large, high-performance processor designs. Thelow overshoofvictim net is to be stable at logic 0 and its
simulator embodies several features that help speed up naggressors switch from logic O to logic 1) and oncelfigh un-
analysis, allowing it to process hundreds of thousands of nelisrshoot(victim net is stable at logic 1 and aggressors switch
in a few hours. from logic 1 to logic 0). As a result, the total number of viola-
The noise simulator iterates over all nets to analyze theéions was 2501. The maximum cluster size (number of aggres-
noise. First, the victim net is reduced to a simplified networgors per victim) net was set to ten. For each net, the noise report
which is guaranteed to overestimate the noise. The calculatedicates the peak height and width of the noise injected on the
noise is compared against a designer-specified acceptable noeteby each aggressor, and the threshold of the receiver gate.
value and if itis smaller, the victim net passes the noise analysitis is data that was used for the probabilistic analysis as de-
Three filters with increasing complexity are used sequentialéeribed in this paper.
to quickly eliminate those nets that are guaranteed to pass noisEor each cluster, the optimal value of the bound was com-
analysis. If the net does not pass the noise filters, we linearjzeted, witha set to the receiver’s threshold. Fig. 11 shows a
the aggressor and driver gates. The noise on the victim nehistogram of thelog,,)(B(6*,*,«)). Note that a value less
calculated using linear superposition where the noise inducedthgn—16.94 on the abscissa of the histogram represents an MTF
each aggressor is simulated while grounding the other aggressiomore than five years for a continuously running 555-MHz
voltage sources. We then use the logic and timing correlatiomocessor. For this particular experiment, 634 out of 2501, or
to determine the subset of aggressors that induce the maxim2®135% of the violations were in this category. Fig. 12 shows
possible noise. The combined noise from these aggressora fdot of the percentage of nets that have an MTF greater than
added to the propagated noise from the previous stage whicligqual to the value on the abscissa. It is important to note that
a predetermined noise threshold voltage. This aggregate ndlse set of all nets, when using timing intervals (lower plot in
pulse is propagated through the victim receiver gate by simiig. 12), is much smaller than the set of nets when timing inter-
lating it. If the noise peak at the output of the receiver gate ¥&ls are ignored.
greater than the predetermined noise threshold, a noise failur&@he bounds on the MTF depend on the switching proba-
is reported. For faster execution, the aggregate noise peak bdities for each aggressor [see (11)]. The computation of the
be compared against a precharacterized table of ac noise. Bwitching probability of each net is a very complex problem and
ther details of this tool are available in [6] and [7]. various methods have been reported in the literature, especially
The experimental results reported in this paper were genar-works addressing dynamic power estimation. The problem
ated by performing noise analysis for a high-performance Povequires examining both temporal and spatial correlations of
erPC microprocessor. The total number of nets analyzed vggnals [30]. Computing the switching probability is itself a dif-
nearly 200 000. The total number of nets reported as havindieult problem, and the existing techniques are computationally
noise violation was 2141. Each net was analyzed twice—onegpensive. Moreover, the number of nets we have to process is
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on the order of hundreds of thousands. Hence, in the expaycles per year. Fig. 14 shows a plot|d8f (y)| versusy. From
ments we performed, the switching probability of each net wélsis figure, we see that the number of nets that we can possibly
set to 0.2, which is the value used by the designers to estim@peore based on the chip MTF 5 years is 422 (16.87% of the
the average dynamic power consumption. Fig. 13 showsnats). This is in contrast to the 634 (25.35% of the nets) whose
plot of the MTF versus years for three different switching/TF individually is > 5 years. The plot also indicates that the
probabilities. As expected, the most pessimistic results wouldmber of nets that can be ignored which a chip MTE-050
be for the case where every net is switched. The percentageeérs is 13.63%.
nets with an MTF of> 50 years is approximately, 22%, 13%, Next, we examined how the ranking changed when it is based
and 8%, corresponding to switching probabilities of 0.2, 0.5n the MTF versus when it is based on the peak noise. We
and 1.0. deleted the nets whose MTF was greater than or equal to five
We now examine the MTF of the whole chip. Suppose onljears. The number of nets remaining was 1867. For these nets,
those nets whose MTF is less thagears ardixed, (i.e., mod- we computed the MTF* values. This provides an alternative
ified in some way to reduce or eliminate the noise). Dety) ranking based on the expected number of clock cycles required
denote the set of nets whose MTF is greater than or equal t¢0 observe a noise violation for the first time, rather than simply
years. If a noise violation occurs on any nethify), then the the sum of all of the noise peaks injected by each aggressor.
chip is deemed to have failed. Assuming noise violations on difwo sorted listsLpeax andLyirr Of the nets were generated.
ferent nets are independent events, the probability that the chipeaxk is the set of nets in decreasing order of the magnitude
will fail due to the nets inV(y) is given by of the peak noise of the composite wavefoti;rr is the set
of nets in increasing order of their MTF* values. Fig. 15 shows
Prob Chip Fails= PCF(N(y)) =1— H (1-p;) (21) a plot of the percentage of nets in the original listg Ak that
iEN(y) retain their ranking in the second lis;tr, as each list is tra-
versed. The abscissa represents theXépof the nets. The or-
wherep; is the probability that there is a noise violation on nadinate represents the percentage of the nets in th& fof list
i, fori € N(y). The Chernoff bound op; is used to obtain an Lpg,x that remained in the toX % of the nets in listLy;rr.
upper bound on PCF and a corresponding lower bound on fher example, from the top 20% of the lifpgax Which rep-
MTF of the chip. resents 373 nets, only 12.5% thiem(~ 46 nets) remained in
We are interested in determining the maximum number tfe top 20% of.\;rr. If the ranking of the nets did not change,
nets inN(y) that can be ignored and still have an MTF of théhen the plot would be a horizontal line at 1. The important con-
chip to be greater than or equalgogyears. That is, onc&/(y) clusion here that the probabilistic approach identifies nets based
is determined, we determine the largest sudé¢y) C N(y) notonly onthe noise magnitude, but also on the likelihood of oc-
such thaPCF (N (y)) < yC,, whereC, is the number of clock currence. Nets for which the simulator reports a relatively small
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noise violation may become more important, resulting in comaximum number of aggressors associated with a victim. In this
rective action being taken on them before nets with larger noisase, the total number of noise violations reported by the noise
magnitudes. simulator was 429. This run would include clusters with a large
The next generation of the processor chip was also simulatadmber of small aggressors. Table | shows the result of this ex-
In this run, no limit was set on the size of a cluster, i.e., on thEeriment. It is seen that the percentage of nets with MTF greater
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TABLE | ) on the expected number of clock cycles before the first vio-
PERCENT OF NETS WiTH MTT > Y YEARS lation were obtained. The method was exercised on an indus-
VERSUSY FORNEXT GENERATION CHIP . . ) )
trial high-performance microprocessor, using a recently devel-
Y (years) .% of Nets oped state-of-the-art noise simulator. There are several ways
with ET;E; >Y this work can be extended and improved. The most obvious
; 1196 is to extend the analysis to other, possibly more realistic dis-
3 41:03 tributions of aggressor switching times. We believe that tem-
1 41.03 poral correlations should be used as a preprocessing step (e.g.,
5 40.79 group highly correlated aggressors into a single aggressor, etc.),
10 40.33 since attempting to include them in the analysis significantly in-
20 40.33 creases the complexity of the analysis. The most useful direc-
30 40.09 tion to extend this approach is toward the analysis of delay noise
40 40.09 [27]
50 39.36 '
APPENDIX

than a given number of years is larger than in the previous run.
This is to be expected, as the likelihood of a noise violation dg: Solution to Equation 16
creases when there are a larger number of small aggressors.

0 h

VII. CONCLUDING REMARKS (25 (1)) :/ dein(t)(2)+/ HdFy, 0 (2)
In this paper, we presented a new approach toward analyzing T 70
functio_nal noise_ du_e to capacitive_ coupling of interconn_ect_s. +/ *dF, )(2) (22)
The primary objective was to provide a measure of the likeli-

hood of a noise violation to rank the nets. This could be used tq° k k _
select nets for possible application of noise avoidance strategiez.<>o 2 dF7,)(2) =0° [Fz,)(0) = Fz,(07)]

Several simplifying gssumptions were made (e.g., concern_ing :OkFZ_(t)(O) (23)
the nature of the noise pulse due to each aggressor, the distri- ‘

butiqn of their swi_tching times, and logic ar_ld temporal cor- deFZi(t)(Z) thin(t)(h) — Uszia)(O)—
relations among different aggressors) to arrive at a analytical/o

solution. Even with the restrictions, only upper bounds on the

h
. k—1
likelihood of a noise violation or equivalently, a lower bound k/o 2 Fzn(2)dz (24)
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/ P dFz, ) (2) =h* [Fz,00(h") = Fz,0(R)] =0 (25)
Jh
oh
E(ZH (1)) =h* Fy, () — / H1Fy ) (2)dz
J0

h
=ht — k/ 2, 1 (2)de. (26)
0

For afixedt, letVi(z) = Fz,(1)(2), Vj(z) = [ Vj_1(2)dx, and
consider the integral

h
Ik = k/ ZkilFZ1<t)(Z)dZ.
0

Integrating by partg: times, we obtain, (with;) = k(k —
1)---(k—j+1))
k
L= 3" (1Y "y BV () = 0V 0)]

=1

(27)
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[3] A. Devgan, “Efficient coupled noise estimation for on-chip intercon-

(4]

(5]

(6]

(71

nects,” in Proc. Int. Conf. Computer-Aided Desighlov. 1997, pp.
147-151.

K. L. Sheppard and V. Narayanan, “Noise in deep submicron digital
design,” inProc. Int. Conf. Computer-Aided DesigNov. 1996, pp.
524-531.

K. L. Sheppard, V. Narayanan, P. C. Elementary, and G. Zheng,
“Global harmony: Coupled noise analysis for full-chip RC interconnect
networks,” inProc. Int. Conf. Computer-Aided DesigNov. 1997, pp.
139-146.

R. Levy, D. Blaauw, G. Braca, A. Dasgupta, A. Grinshpon, C. Oh, B.
orshay, S. Sirichotiyakul, and V. Zoltov, “ClariNet: A noise analysis tool
for deep submicron design,” iRroc. Design Automation ConfJune
2000, pp. 223-238.

S. Sirichotiyakul, D. Blaauw, R. Levy, C. Oh, S. Shams, V. Zolotov, and
J. Zuo, “Driver modeling and alignment of worst-case delay noise,” in
Proc. ACM/IEEE Int. Workshop Timing Issues Specification Synthesis
Digital Syst, Dec. 2000, pp. 1-7.

[8] A. Odabaioglu, M. Celik, and L. T. Pileggi, “PRIMA: Passive reduced-

[0l

Substituting the above into the RHS of (16) and noting thaho]

Vo(hi) = 1 andVp(0) = Fz,(+(0), we obtain

k
= > (1Y ki Vi(hi) = (1) kIVi(0) + 0" Fz, (1) (0))-
(28)
V;(z) is obtained by using the definitions @fz, (;)(z) and

F. (t) givenin (4) and (1). In particulai/;(h;) andV;(0) can
be expressed as

AT G aG+ )

b j+1
(t — Q; — —l>
T +

N\ dtHL
- <t — b — hi) (29)
T +
0f |, (ctik
Vi(0) TR + (bi — a;)(k+ 1)!
. [(t — ai)ﬁ_ﬂ — (t — bi)i+1]
&
Tl —a) k1)
t a; — = - —Z>
T di +
N k+1
- (t bi—@—ﬁ) (30)
T4 d1 +

Substituting (29) and (30) into (28), carrying out the sum-

[11]

(12]

(23]

[14]

[15]

[16]
(17]

(18]

[19]

[20]

[21]
[22]

(23]

(24]

mation term by term, and after considerable simplification, thd2]

result expressed in (17) is obtained.
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