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Abstract—In this paper, we propose a new circuit technique
for on-chip communication, the edge encoding technique, to
reduce the energy consumption in multi-cycle interconnects. Both
average and worst-case energy are reduced by desynchronizing
the edges of rising and falling transitions. In a 1.2V 65nm CMOS
technology, the proposed approach achieves up to 34% energy
reduction with no latency overhead over optimally designed
conventional busses due to coupling capacitance reductions. The
technique further reduces energy consumption by 39% with iso-
throughput at the expense of one-cycle latency. Energy savings
are shown to be both larger and more robust to process variations
than previous techniques.

I. I NTRODUCTION

In current microprocessors, the number of wires used for
intra-module communication has skyrocketed. Furthermore,
the increased complexity and high level of integration requires
higher wire densities, and coupling capacitance has dominated
total wire capacitance for several technologies already. A high
coupling capacitance ratio is not favorable in conventional
busses due to the possibility of adjacent wires switching in
the opposite direction, yielding a worst-case Miller capacitance
factor (MCF) of 2. For example, when MCF=2 the coupling
capacitance ratio over the total interconnect capacitance is
over 80% for a minimum pitch intermediate metal layer in
65nm [6]. It is possible to reduce coupling capacitance by
increasing spacing or introducing shielding, but this comes
at the cost of significant area penalties [1]. Hence, a key
challenge in interconnect design is to reduce the worst-case
MCF while maintaining the same physical footprint of the
interconnect, thereby reducing the effective wire capacitance
and interconnect energy consumption.

There have been several attempts to reduce worst-case
MCF to 1 for delay improvement and power reduction. In
[4], the authors introduced a delay element on alternating
wires, thereby avoiding the MCF=2 switching case through
temporal separation. In this approach, however, fine-tuning of
the optimal insertion delay is non-trivial, and due to very small
inverter delays in sub-90nm technologies, many inverters are
needed to sufficiently separate the switching of adjacent wires,
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increasing power. Also, this technique is sensitive to process
variation since variability in the inserted delay can lead to a
lack of sufficient separation for adjacent wires.

Separating the timing of transitions on adjacent wires was
also proposed in [5] by assigning different clocks to flip-
flops driving adjacent wires. Rather than assigning clocks with
different phases, [6] implemented a technique that alternatively
used positive-edge triggered and negative-edge triggered flops
in every other wire. In this case, however, the wire length
associated with the final flop must be short to align to the
positive edge at the far end of the wire. In [6], the authors
proposed a method to skew alternating wires in the opposite
direction using different width, length, Vt and body bias.
In this way the worst-case switching is separated without
hurting the best-case switching. However, this technique is
also very sensitive to process variations, which can lead to
less separation than needed to achieve an MCF of nearly 1.
A method using careful staggering of repeater locations is
introduced in [7]. This method results in alternating MCF=0
and MCF=2 in neighbor wire segments. However, in terms of
physical design, this method incurs significant overhead con-
sidering that the repeater location cannot always be arbitrarily
selected in industrial designs. Without modifying the repeater
locations, techniques to use both inverting repeaters and non-
inverting repeaters were proposed in [8], [9], such that one
half of the wire segments experience MCF=0 and the other
half experience MCF=2.

A number of coding techniques including [10], [11] encode
the conventional bus such that adjacent bits never switch in
the opposite direction. However, in addition to the special
encoder and decoder circuit overhead, these techniques require
additional wires for bus encoding which increase routing area.
It is not clear whether the conventional bus could better use
extra spacing at the same footprint instead of additional wires
for better speed and energy consumption.

Pulsed bus techniques [12] also achieve a worst-case MCF
of 1. In these pulsed bus techniques, however, the energy dis-
sipation is increased per transition compared to conventional
busses due to the pulse encoding. Reference [13] reduced this
overhead by selectively using low Vdd with nominal Vdd to
drive the interconnect, but this is done at the expense of design
complexity since two power supplies are required.

References [4], [5], [7]–[9] reduce the overall worst-case
MCF of an interconnect to 1, but also eliminate the best-case
MCF of 0 (all adjacent wires switching in the same direction),
leading to less advantage in average energy consumption.
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Using the technique in [6], best-case switching is maintained,
but at the expense of smaller noise margin in the repeaters
and more sensitivity to process variations as mentioned above.
Furthermore, the amount of skewing required to effectively
separate transitions of adjacent wires is heavily dependent on
technology.

This paper presents a new encoding technique that achieves
a worst-case MCF of 1, while preserving the best-case MCF
of 0. This is done by controlling the edges of rising and falling
transition in time, namely always performing rising transitions
on the negative edge of the clock and falling transition on the
positive edge of the clock (or vice versa). Since the worst-case
switching is separated by as much as one phase (half clock
cycle), this technique remains robust against process variation.
Hence, both the average and worst-case energy can be reduced
without impacting the sensitivity to process variation. Average
energy savings will aid battery life and typical energy costs,
but worst-case energy is also a meaningful metric in terms of
thermal management and peak demand for power grids and
decoupling capacitance [14]. These savings are accomplished
at the expense of minimal encoder logic with half cycle
latency and additional clocking. However, we find that the
logic and clocking overhead is small in long interconnects
where interconnect power consumption is dominant, and also
show that the potential latency overhead can be eliminated or
minimized in multi-cycle interconnects. A preliminary version
of this paper appeared in [15].

The remainder of this paper is organized as follows. Section
II describes the proposed encoding technique and simplified
analytical models of savings due to MCF reduction. Section III
presents performance, energy, and leakage comparison results.
Section IV summarizes the paper.

II. EDGE ENCODING APPROACH

A. Basic Concept

In a multi-cycle bus structure, the transitions between neigh-
boring wires are synchronized at every flip-flop as the signal
propagates down the bus. This often generates simultaneous
switching of adjacent wires in the opposite or same direc-
tion. In Figure 1(a), the worst-case (MCF=2) and best-case
(MCF=0) switching of the conventional bus are shown. The
MCF=2 case, where every other wire switches in the opposite
direction, generates the worst-case delay, which defines the
clock frequency and also consumes the worst-case energy due
to maximum coupling capacitance. To avoid this, we propose
to selectively shift rising and falling edges and separate them
by as much as half cycle. For example, as seen in Figure
1(b), if we selectively delay only the rising transitions by a
half cycle and keep the falling transitions unaltered, the worst-
case MCF is reduced from 2 to 1. We refer to this selective
edge shifting asedge encoding. Since edge encoding shifts the
same transitions together, the advantage of best-case switching
(MCF=0) is still maintained, which is unachievable in most
other approaches [4], [5], [7]–[9].

Since the edge-encoded signal transitions at both positive
and negative edges of the clock, we use dual-edge triggered
flip-flops to propagate the signal along long multi-cycle in-
terconnects. The methodology for the placement of dual-edge

(a) Conventional wire switching.

(b) Proposed wire switching.

Fig. 1. Conventional and proposed wire switching scenario in adjacent wires.

flip-flops in the edge encoding technique to maximize energy-
efficiency will be described in Section II-C.

B. Theoretical Energy Savings

The total interconnect capacitance is the sum of ground
capacitance (Cg) and coupling capacitance (Cc). The effec-
tive interwire coupling capacitance depends on the switching
behavior of adjacent wires, which is characterized by MCF in
Equation 1 below. MCF is 0 when all adjacent wires switch
in the same direction where the total wire capacitance is only
Cg, and MCF is 2 when every alternating wire switches in the
opposite direction resulting in total capacitance ofCg + 4Cc.
Note that MCF is an approximate value since transitions in
adjacent wires can occur arbitrarily. Actually, [16] reports the
true worst case MCF of 3 if the slew rate of the aggressor
is twice as fast as that of the victim, but MCF of 2 is used
as a rule of thumb for worst-case switching here to compute
theoretical energy savings. In reporting results later in Section
III, we use SPICE to reflect the actual interwire coupling in
multi-bit busses.

If we can control the transitions as shown in Figure 1(b),
the worst-case MCF is reduced to 1, and reduction of wire
energy consumption is achievable, as expressed in Equation 2.
The maximum wire energy savings we can ideally achieve is
dependent on the ratio of ground capacitance and the coupling
capacitance in the interconnect.

Cwire = Cg + 2×MCF × Cc (1)
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Fig. 2. Ideal wire energy savings due to MCF reduction based on 65nm
interconnect dimensions [3].

Ewire,saving = 1−
Cwire(MCF=1)Vdd

2

Cwire(MCF=2)Vdd
2 = 1−Cg + 2Cc

Cg + 4Cc
(2)

Closed-form equations from [2] compute capacitance values
for a given wire geometry, namely wire width, spacing,
thickness and dielectric thickness. With typical wire dimen-
sions given in [3] for local, intermediate and global wires
in the 65nm technology node, the expected energy savings
are calculated using Equation 2. A range of wire pitches are
shown, with W=S being swept from minimum to double pitch.
The ideal energy savings are shown in Figure 2.

Besides the wire energy, the energy dissipation due to the
capacitance of repeaters should be also included in the total
energy consumption of optimally repeated interconnects, as
shown in Equation 3.Ctr is the sum of gate and drain
capacitance of a unit-sized repeater. The total capacitance of
repeaters is proportional to the number of repeaters inserted
(NR) and the size of the repeaters (HR), where these two
parameters heavily depend on the resistance and capacitance
of the interconnect.

As the pitch increases, the achievable energy savings due
to MCF reduction decreases as expected since the interwire
coupling capacitance diminishes. In general, even for less
favorable non-minimum pitches, Figure 2 shows that manip-
ulation of MCF can lead to appreciable (25-40%) energy
savings.

Etotal = (Cwire + NRHRCtr)Vdd
2 (3)

Equations 4 and 5 from [17] show the interaction between
the repeater parameters and wire parasitics for energy-delay
optimal repeater insertion.Rtr is the average transistor re-
sistance unit-sized repeater,Rwire is the total interconnect
resistance, andCwire is the total interconnect capacitance from
Equation 1.

NR =
1√
3

√
0.4RwireCwire

RtrCtr
(4)

HR =
0.6√

3(0.4)(0.7)

√
RtrCwire

0.7RwireCtr
(5)

Given a 40% reduction inCwire (minimum pitch wires
in Figure 2), bothNR and HR are reduced by 23% (1 −√

1− 0.4 = 0.23). In this simple energy model, peak MCF
reduction decreasesCwire and NR × HR by the same ratio.
Therefore, the total energy reduction (Equation 3) will be
identical to the wire energy reduction from Equation 2, regard-
less of the absolute values of wire capacitance and repeater
capacitance. The total energy savings including repeaters for
local, intermediate, and global interconnects is equivalent to
Figure 2.

In our proposed scheme, the analytical energy reduction
will be degraded by additional clock and encoder energy,
however for long intermediate and global interconnects, this
additional energy will be small compared to the total wire
energy consumption. Detailed results will be shown in Section
III.

C. Edge Encoding Technique

As described in Section II-A, the objective of the edge en-
coder is to selectively shift the rising and falling transition by
different amounts. This encoding is done simply by performing
an AND operation between the original signal and the half-
cycle delayed version of itself. In this way, only the rising edge
is delayed by a half cycle, separating simultaneous rising and
falling transition by a half cycle. Since the encoder logic is
very simple, the encoding overhead in terms of power and
area is very small. This makes the edge encoding technique a
highly practical approach.

We propose two schemes to effectively use the edge-
encoding technique in multi-cycle interconnect. The two meth-
ods differ in the procedure to cope with the initial half cycle
latency required for edge encoding and to address the issue of
aligning back to the positive-edge triggered signal at the far
end of the wire.

1) Zero Latency (ZL) Scheme:The zero latency (ZL)
scheme reduces energy consumption in multi-cycle intercon-
nects without any latency overhead although encoding requires
a half-cycle delay at the near end of the wire. This scheme
exploits the fact the signal propagation in the edge-encoded
bus is faster than that in the conventional bus due to reduced
MCF.

The block diagram of a multi-cycle interconnect with simple
encoder logic is shown in Figure 3(a). The encoding procedure
and the propagation of the encoded signal are shown in
Figure 3(b). When data toggles every cycle, the encoder
generates a half-cycle pulse (encout). As this half-cycle pulse
propagates through an even number of dual-edge flip-flops, it
automatically aligns back to a positive edge triggered signal
(ff4 out) at the far end. Therefore, there is no need for any
decoder circuit.

To achieve overall zero-latency, the interconnect system is
set up as shown in Figure 4. If the conventional scheme
requiresn cycles to propagate through the entire interconnect,
the edge-encoded bus must propagate through in(2n − 1)
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(a) Encoder logic and block diagram of ZL scheme.

(b) Timing diagram of ZL scheme.

Fig. 3. Block and timing diagrams of ZL scheme.

Fig. 4. Flip-flop placement in conventional and ZL edge encoding scheme.

half cycles, considering that the encoding takes one half cycle
to synchronize at the far end of wire. In Figure 4, L1 is
the distance between positive-edge triggered flip-flops in the
conventional bus, and L2 is the distance between dual-edge
triggered flip-flops in the edge-encoded bus. If L2 is defined
by L1 andn in Equation 6, overall zero latency is achievable.
For example, in a 9mm interconnect, whenn=3 and L1=3,
the edge-encoded signal will propagate 1.8mm every half cycle
while the conventional signal will propagate 3mm every cycle.
Effectively, the edge-encoded signal is traveling 20% longer
(1.8mm vs. 1.5mm) during the same time period, which is
possible when at least a 17% (1− 1/1.2) speedup is achieved
in the edge encoded bus due to coupling capacitance reduction.

L2 = L1× n

2n− 1
(6)

2) One Cycle Latency (OCL) Scheme:In multi-cycle inter-
connects, multiple cycles are required to propagate across the
entire wire. In these cases, one additional cycle latency may be
acceptable if a clock frequency increase or aggressive energy

(a) Encoder logic and block diagram of OCL scheme.

(b) Timing diagram of OCL scheme.

Fig. 5. Block and timing diagrams of OCL scheme.

Fig. 6. Flip-flop placement in conventional and OCL edge encoding scheme.

reduction is a higher design priority. The one cycle latency
(OCL) scheme is intended to achieve further performance
improvement and energy reduction for a fixed throughput at
the expense of one-cycle latency. After the encoding, the data
must eventually align to the positive edge of the clock at
the far end of the wire. To achieve this, we can align the
transition at the near end to the positive edge of the clock by
encoding with a full one cycle delay, and then allow for normal
signal propagation along the wire. The one-cycle latency is
therefore introduced once at the beginning of the wire and the
throughput is not hampered.

The block and timing diagrams of the OCL edge encoding
scheme are shown in Figure 5. The difference in the encoder
in Figure 5(a) compared to ZL is that a dual-edge flip-flop
is added at the output to intentionally delay encin by one
cycle and align the rising edge of encout at the positive
edge of the clock as shown in Figure 5(b). The corresponding
flip-flop placement in the OCL edge encoding scheme is
shown in Figure 6. Dual-edge flip-flops are placed at intervals
equal to half the flop distance of the conventional bus. In
the OCL edge-encoded bus, since the worst-case wire delay
is reduced due to MCF reduction, we can either increase
the clock frequency for high-performance busses or downsize
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Fig. 7. Schematic of time-borrowing pulsed dual-edge flip-flop.

the repeaters for iso-performance to the conventional bus for
aggressive energy reduction.

D. Flip-flops and setup time in edge encoding

Since the edge encoding technique requires dual-edge flip-
flops, the number of flip-flops placed in multi-cycle inter-
connects is inevitably increased compared to conventional
multi-cycle interconnects with single-edge flip-flops. There-
fore, along the critical path of multi-cycle interconnects, both
the total setup time and CLK-Q delay in flip-flops increase
as well. Hold-time is not a concern even when using dual-
edge flip-flops because the interconnect paths are well-defined
with several repeaters and large wire load, and thus short paths
between flip-flops do not exist.

It is well known that time-borrowing flip-flops have
zero or negative setup time, providing performance benefits
over master-slave flip-flops [18], [19]. Also, particularly for
multi-cycle interconnects, time-borrowing single-edge flip-
flops were suggested [20] for better tolerance against within-
die variation and higher maximum frequency. Therefore, in
the proposed edge encoding techniques, time-borrowing flip-
flops are considered for the inserted flip-flops to mitigate the
increase in total setup time and variation. However, the benefits
of time-borrowing flip-flops come at the expense of additional
transistors and higher energy consumption. In the proposed
edge encoding techniques, since additional dual-edge flip-flops
are placed in the multi-cycle interconnect path, the energy-
delay tradeoff of the time-borrowing dual-edge flip-flops has
to be carefully investigated.

In our experiments, we performed each edge encoding
technique (ZL and OCL) with both conventional master-slave
dual-edge flip-flops and time-borrowing dual-edge flip-flops.
The master-slave dual-edge flip-flops have positive setup time,
and the additional setup time and D-Q delay will be considered
in the overhead involved with the proposed techniques. For
the time-borrowing dual-edge flip-flops, several types of flip-
flops from [19] were considered to absorb the setup time and
mismatch between interconnect paths. We selected the pulsed
triggered dual-edge flip-flop in Figure 7 for the proposed edge
encoding because it is more area-efficient and the D-Q path
is shorter. Throughout this paper, we designed the transparent
window to be∼1.6 FO4 delay. Since the transparent window
will be applied on both the rising and falling edge of a high
frequency clock in our schemes, the size of the transparent
window cannot be arbitrarily large. The results of using both

Fig. 8. 4-bit cyclic bus model.

master-slave flip-flops and time-borrowing pulsed flip-flops for
the proposed techniques are shown in the following section.

III. E XPERIMENTAL RESULTS

To accurately capture the effect of coupling capacitance in
adjacent wires, we use the 4-bit RLC cyclic model [6] for the
interconnect shown in Figure 8. Interconnect parasitic values
are extracted for a minimum pitch intermediate layer metal 4
in 65nm technology and all results are obtained from SPICE
simulations with a 1.2V supply.

For various flop distances, the conventional repeater bus
is optimized by sweeping both the number and sizes of
repeaters. Energy, delay, clock frequency, and leakage power
are measured for the optimally designed conventional busses,
with this serving as the baseline for comparison with edge
encoded busses. Unless mentioned otherwise, activity factor
of 50% (data switches on every positive edge of clock) is
assumed. We now show results for the two edge encoding
schemes as proposed in Section II-C.

A. Zero Latency (ZL) Scheme

As described in Section II-C1, both the conventional and ZL
edge encoding schemes operate at the same clock frequency,
however the flop to flop distance in the ZL scheme is effectivly
larger. ¿From Figure 4, L2 in the ZL scheme depends on L1
in the conventional scheme as defined by Equation 6. The
optimized set of flop distances and interconnect lengths using
the ZL scheme is summarized in Table I. The number of cycles
is set to 3 for all cases for simplicity. A flop distance of 1mm
in a conventional bus was found to be too short for the edge
encoding technique to gain enough speedup for the ZL scheme
to be applicable, thereby 2-5mm are selected for L1. This
gives a range of applicability for the proposed technique in
this particular technology - note that more advanced processes
should allow for benefits at even shorter wire lengths.

For each configuration in Table I, we found the maximum
clock frequency at which we compared the total energy con-
sumption in the conventional and ZL edge encoding schemes.
The resulting energy reduction obtained in the ZL scheme and
the clock frequency achievable at each flop distance (L1) are
shown in Figure 9 for both master-slave dual-edge flip-flops
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TABLE I
FLOP DISTANCE AND TOTAL WIRE LENGTH SETTINGS FOR

CONVENTIONAL AND ZL EDGE ENCODING SCHEME.

n (number L1 L2 Total wire
of cycles) length (n × L1)

3 2mm 1.2mm 6mm
3 3mm 1.8mm 9mm
3 4mm 2.4mm 12mm
3 5mm 3mm 15mm

(MS-FF) and time-borrowing pulsed dual-edge flip-flops (TB-
FF). Both peak energy and average energy are shown. For
average energy, we generated random data over 100 cycles
with activity factor of 25% for each of the 4-bit input. As
L1 increases, more energy reduction can be achieved using
edge encoding, while the maximum clock frequency degrades.
Using time-borrowing flip-flops allows negative setup time in
the dual-edge flip-flops and improves performance. In the case
using time-borrowing flip-flops, the repeaters and flip-flops can
be sized down for iso-performance at each flop distance (L1),
which leads to additional energy reduction as shown in Figure
9.

A detailed comparison for a flop distance (L1) of 3mm
is shown in Table II. Both schemes operate at 2GHz, and
we can see that considerable energy savings are achieved
for various activity factors. The amount of energy saving
decreases at lower activity factors, because the edge encoding
scheme consumes additional clock energy and the portion of
clock energy increases as the data activity rate is lowered (this
may be ameliorated by clock gating or other similar tech-
niques). Using time borrowing flip-flops accelerates this trend
since time-borrowing flip-flops have additional transistors and
higher clock energy consumption than normal master-slave
flip-flops. Due to the reduction of effective capacitance on
the wire fewer repeaters are required in the ZL scheme than
the conventional scheme for optimal performance and energy,
yielding less leakage power and total transistor width, as seen
in Table II.

B. One Cycle Latency (OCL) Scheme

As we saw in Section II-C2, the OCL edge encoding scheme
can either reduce energy at iso-performance or improve the
performance at iso-energy at the expense of one-cycle latency.
To quantify the performance gain or energy reduction, we
optimized both the conventional and OCL edge encoding
schemes (MS-FF and TB-FF) for a minimum pitch 3mm
wire. Figure 10 shows the energy per cycle versus clock
frequency for each scheme. Edge encoding shows a potential
29% performance improvement at iso-energy or a 34% energy
reduction at iso-performance (2GHz).

Figure 11 shows the breakdown of energy for a 5mm wire
in both an optimally-designed conventional repeater bus and
OCL edge encoded bus at iso-throughput. The wire energy,
which is the dominant source of total energy consumption, is
reduced considerably using edge encoding at the expense of
minimal encoder logic and additional clocking energy. Overall,

Fig. 9. Comparison of the ZL edge encoding scheme to conventional busses
in worst-case/average energy and clock frequency for flop distances (L1) of
2-5mm.

Fig. 10. Energy-clock frequency comparison for a 3mm OCL edge encoded
bus.

the OCL approach can achieve 36% energy reduction with
MS-FF and 39% energy reduction with TB-FF. Similar to the
ZL scheme, larger energy reductions are achieved with TB-FF
due to smaller repeaters and flip-flops at a fixed performance.

Also, in the OCL scheme the placement and number of
repeaters can be unaltered, allowing the designer to simply
drop-in the encoder and additional flip-flop to enable edge
encoding. Results of this approach using identical repeater
placement and sizes to the conventional repeater scheme are
summarized in Table III. Total wire length of 10-12mm is
assumed for flop distances of 1-5mm, and the latency overhead
is calculated as the relative overhead of encoding (1 cycle) to
the number of cycles needed to propagate through the entire
interconnect for each flop distance. As flop distance increases,
the wire energy sufficiently dominates, allowing OCL edge
encoding to achieve larger performance improvements and
energy reductions, at the expense of larger relative latency
overhead.
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TABLE II
MULTI -CYCLE INTERCONNECT RESULTS(PEAK ENERGY, LEAKAGE AND AREA ) FOR THEZL EDGE ENCODING SCHEME. RESULTS FOR BOTH

MASTER-SLAVE FLIP-FLOPS(MS-FF) AND TIME -BORROWING PULSED FLIP-FLOPS(TB-FF) ARE SHOWN.

Scheme Frequency Energy/cycle Energy/cycle Energy/cycle Leakage Total transistor
@25% activity @15% activity @10% activity power width

Conventional 2GHz 1.83pJ 1.26pJ 0.77pJ 16.9µW 492.4µm
Proposed (ZL) 2GHz 1.39pJ 0.96pJ 0.64pJ 14.2µW 424.7µm

MS-FF (-24.2%) (-23.6%) (-16.5%) (-16.2%) (-13.7%)
Proposed (ZL) 2GHz 1.34pJ 0.94pJ 0.67pJ 11.5µW 375.1µm

TB-FF (-27.3%) (-25.4%) (-13.0%) (-26.0%) (-23.8%)

Fig. 11. Energy breakdown of a 5mm wire for conventional and OCL edge
encoding scheme.

TABLE III
PERFORMANCE, ENERGY, AND LATENCY COMPARISON FOR IDENTICAL

REPEATER SIZES INOCL EDGE ENCODING SCHEME.

Total Flop Performance Energy Latency
Length Distance Gain Reduction Overhead

10mm 1mm -8.2% -4.9% 10%
10mm 2mm 4.6% 10.0% 20%
12mm 3mm 11.7% 15.3% 25%
12mm 4mm 17.1% 18.1% 33%
10mm 5mm 22.2% 21.1% 50%

C. Leakage Power Comparison

In sub-90nm technologies, leakage power in repeaters has
become problematic [21]. Given that the proposed schemes
includes more flip-flops than the conventional case, it is
worthwhile to investigate the impact on static power. Table
II shows a 26% reduction in leakage power for the TB-FF ZL
edge encoding scheme over the conventional approach. This
is achieved due to the use of smaller repeaters in the ZL edge
encoding scheme.

Since the signal propagation in the ZL scheme needs to
be completed a half cycle earlier than the OCL scheme, the
repeaters in the OCL edge-encoded bus can be smaller than

Fig. 12. Leakage power comparison between a conventional and OCL edge-
encoded bus. Ten repeaters are used in both cases and wirelength is 3mm.

those in the ZL edge-encoded bus. Therefore, the leakage
power, which is proportional to the size of repeaters, is
expected to be less in the OCL scheme.

Given an identical number of repeaters in both conventional
and OCL edge encoding schemes, Figure 12 shows the leakage
power and delay characteristics for a 3mm wire. Due to the
performance benefit of the edge-encoded bus, the repeaters
in the conventional bus must be upsized to achieve the
same performance as the edge-encoded bus, leading to higher
leakage power. On the other hand, for identical repeater sizes
and hence similar leakage power, the edge-encoded bus can
operate at a higher clock frequency than the conventional bus.
The OCL edge encoding performance is further improved by
using TB-FF rather than MS-FF as expected. Therefore, for
iso-performance, we can see that the reduction of coupling
capacitance allows fewer and smaller repeaters, resulting in
leakage power reduction of 42%.

D. Sensitivity to Variation

Variability has become a major concern in modern CMOS
technologies. Previous techniques [4], [6] rely on inserted
delays and p/n skewing to separate the worst-case switching
scenario, which are sensitive to process, voltage and tempera-
ture variation. We implemented the techniques proposed in [4]
and [6] in the 65nm technology used in this paper to compare
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(a) Interconnect system of staggered firing bus.

(b) Total/wire delay versus inserted delay.

Fig. 13. Delay selection in staggered firing bus [4].

the overall robustness of the achievable gains in the presence
of different sources of variation. For on-chip communication
circuits with long interconnects, local variation is less of a
concern than global variation, because the inserted repeaters
are large and the wire delay or energy is not that sensitive
due to device mismatch. For 1,000 Monte Carlo runs, the
spread in delay for the conventional bus was only 2%. Since
global variation has a more dominant effect on the area of
concern, we focused on global variation of process, supply,
and temperature to analyze the robustness of each technique.

The technique in [4] inserts additional delay elements at
the beginning of alternating wires. As more delay is added to
adjacent wires, the worst-case switching is further separated,
however this additional delay is included in the total delay
leading to an optimal inserted delay as shown in Figure 13.
Based on the total delay curve in Figure 13 we selected an
inserted delay of 50ps and 60ps, which is guard-banded by
10ps and 20ps, respectively, to avoid the steep slope of the
total delay curve for inserted delay of less than∼40ps.

The technique in [6] propagates a specific transition (either
0-1 or 1-0) faster down the wire, such that the worst-case MCF
pattern naturally separates as the signal propagates. However,
this benefit is achieved at the expense of a greatly slowed
transition in the non-preferred direction. In this experiment,
alternating repeaters are skewed by modifying the width and

(a) Interconnect system of skewed repeater bus.

(b) Total delay and energy versus skew.

Fig. 14. Skew selection in skewed repeater bus [6].

length of repeaters and flip-flops.
Simulation results for the OCL edge-encoded bus with

both MS-FF and TB-FF, staggered firing bus with 10ps and
20ps guard-banding, and skewed repeater bus at different
process, voltage, and temperature (PVT) corners are shown
in Figure 15. We consider 10% supply voltage variation and
0-100C temperature variation. We first see that edge encoding
provides the best overall performance improvement and energy
savings. Edge-encoded bus with TB-FF provides additional
performance improvement at the cost of small increase in
energy consumption compared to edge-encoded bus with MS-
FF across PVT corners. The added delay on alternate wires
(staggered firing bus) or the intentional skew added to the
repeater bus do not retain the delay and energy characteristics
of the MCF=1 case when they separate worst-case switching
events. This can be seen in Figure 13(b), where the wire delay
at the chosen delay points is still larger than the minimum wire
delay, and in Figure 14(b), where the energy at the chosen
skew is still larger than the energy consumption with further
separation of adjacent switching.

Furthermore, edge encoding is more robust across all PVT
corners, achieving consistent energy savings. In both [4] and
[6] improvements in delay and energy are achieved at the
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(a) Performance improvement across PVT corners

(b) Energy savings across PVT corners

Fig. 15. Sensitivity of improvements against process, supply, and temperature
(PVT) variation for OCL edge-encoded bus (with MS-FF and TB-FF),
staggered firing bus (with 10ps and 20ps guard-banding) [4], and skewed
repeater bus [6] (flop distance: 3mm).

expense of susceptibility to PVT variation. Additional guard-
banding to improve robustness to variation will result in less
delay savings, as shown in the staggered firing bus curve
with 20ps guard-banding in Figure 15(a). In Figure 15(b), the
energy consumption of 20ps guard-banding is sligthly better
than that of 10ps guard-banding due to further separation
of opposite switching, but the amount of energy reduction
will saturate as we increase the guard-banding while the
performance will continue to degrade.

IV. CONCLUSION

In this paper, we proposed two new edge encoding tech-
niques to improve energy efficiency and performance for
multi-cycle on-chip interconnects. Both master-slave flip-flops

and time-borrowing flip-flops were studied for optimal delay
and energy. Compared to previously proposed techniques, edge
encoding reduces both peak and average energy with improved
robustness to process, supply, and temperature variation. For
typical flip-flop distances of 2-5mm (corresponding to clock
speeds of 1.3-2.5GHz in 65nm CMOS), the new techniques
achieve 20-34% energy reduction without any overall latency,
and 26-39% at the same throughput when one-cycle latency
is introduced, comparing to conventional static bus in a multi-
cycle interconnect.
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