
Analyzing electrical effects of RTA-driven 
local anneal temperature variation

Abstract – Suppresing device leakage while maximizing drive
current is the prime focus of semiconductor industry. Rapid
Thermal Annealing (RTA) drives process development on this
front by enabling fabrication steps such as shallow juction for-
mation that require a low thermal budget. However, decrease in
junction anneal time for more aggresive device scaling has
reduced the characteristic thermal length to dimensions less than
the typical die size. Also, the amount of heat transferred, and
hence the local anneal temperature, is affected by the layout pat-
tern dependence of optical properties in a region. This variation
in local anneal temperature causes a variation in performance
and leakage across the chip by affecting the threshold voltage
(Vth) and extrinsic transistor resistance (Rext).  In this work, we
propose a new local anneal temperature variation aware analysis
framework which incorporates the effect of RTA induced tem-
perature variation into timing and leakage analysis. We solve for
chip level anneal temperature distribution, and  employ TCAD
based device level models for drive current (Ion) and leakage
current (Ioff) dependence on anneal temperature variation, to
capture the variation in device performance and leakage based on
its position in the layout. Experimental results based on a 45nm
experimental test chip show anneal temperature variation of up
to ~10.5oC, which results in ~6.8% variation in device perfor-
mance and ~2.45X variation in device leakage across the chip.
The corresponding variation in inverter delay was found to be
~7.3%. The temperature variation for a 65nm test chip was found
to be ~8.65oC.

1.  INTRODUCTION
Semiconductor industry faces significant challenges as it

strives to extend Moore's law through aggressive process scaling.
The most important challenge lies in maximizing the device on-
current, while suppressing the leakage. Such a progress is driven
by advances in the engineering of ultra-thin gate insulators, high-
mobility channels, ultra-shallow junctions and low-resistance
contacts. RTP (Rapid Thermal Processing) is a key process step
in providing the essential capabilities for both process and mate-
rial development on this front [1]. Figure 1 illustrates the impor-
tant role of RTP in an advanced fabrication process. 

RTP is employed in fabrication steps that require the wafer to
be heated and cooled quickly within a low thermal budget (a
small value of temperature time product) [2]. For example, the
shallow p+-n junctions are difficult to fabricate due to high
Boron diffusivity and formation of Boron channeling tail. Rapid
Thermal Anneal (RTA) has been successfully used to address
this problem [3, 4]. RTA typically involves spike anneal, where
the wafer is ramped to a high temperature and then allowed to
cool immediately [5]. Spike anneal allows the use of high tem-
perature for higher dopant activation, and ion implantation dam-

age annealing, but restricts the dopant diffusion by minimizing
effective anneal time (low thermal budget). 

However, decrease in the anneal time to achieve shallower
junctions for more aggressively scaled transistors, has resulted in
decreasing the characteristic thermal length (the length over
which thermal equilibrium can be reached for a given time) to
dimensions less than the typical die size [6]. In addition, since
radiation is the primary source of heat transfer, layout pattern
dependence of optical properties (emissivity, reflectivity, etc.)
also affects the amount of heat absorbed and hence the local
anneal temperature of a region in the layout [7]. This causes vari-
ation in the local anneal temperature across the chip, which in
turn affects the transistor performance and leakage [8]. 

Higher local anneal temperature drives the junctions both lon-
gitudinally and vertically, and causes a higher activation of dop-
ants. This results in lower threshold voltage (Vth) by a
combination of short channel effects and compensation of halo
doping. Also, higher dopant activation and increased gate over-
lap of source and drain together result in lower extrinsic transis-
tor resistance (Rext). This correlation in the across-chip variation
of Vth and Rext results in a pronounced effect on the drive current
and leakage. Since the characteristic thermal length is quite
large, entire circuit blocks may be systematically faster or slower
depending on their position in the layout. Thus, not considering
the RTA induced variations might result in significant misinter-
pretation of circuit timing. Experiments in [9] showed that ring
oscillator frequency can vary by as much as ~20% based on the
position in the die due to local anneal temperature variation.

There has been work in the past focusing on obtaining rigor-
ous solution to local anneal temperature variation, and analyzing
its effect on rapid thermal processes such as oxidation [10]. But
the analysis in these works is very involved and has not been
extended to a framework which can be used efficiently for any
given layout. To the best of our knowledge, no work in the past
has addressed the problem of obtaining quick and efficient solu-
tion to anneal temperature distribution, and use it for RTA aware

Figure 1. Role of RTP in advanced fabrication process.
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timing analysis. In this paper, we propose a new RTA aware tim-
ing framework which embodies transistor level models for
anneal temperature sensitivity, to incorporate RTA induced tem-
perature variation into traditional timing/leakage analysis. This is
achieved by modeling the dependence of drive current (Ion), and
leakage current (Ioff) on local anneal temperature, using device
level TCAD simulations. Next, we mesh the wafer into rectangu-
lar grid, and solve for local anneal temperature using finite dif-
ference method. This involves discretization of the second
spatial derivative of temperature as a finite difference in rectan-
gular co-ordinates. Once the local anneal temperatures are
known, we use multipliers for Ion and Ioff to enable accurate
timing and leakage analysis for a device (based on its position in
the wafer). Experimental results show that ignoring the intra-die
variation due to RTA can lead to errors of up to 6.8% in device
drive current (~7.3% in inverter delay), and ~2.45X in device
leakage, for a 45nm test chip. The temperature variation for a
65nm experimental test chip was found to be ~8.65oC.

The rest of the paper is organized as follows. Motivation and
background for this work is discussed in Section 2. Section 3
presents the methodology and simulation flow for RTA aware
timing analysis. Experimental results are discussed in Section 4,
and Section 5 concludes the paper. 

2.  MOTIVATION AND DEVICE LEVEL 
ANALYSIS

As discussed in Section 1, local anneal temperature varies
with position on a die. This variation in turn affects device prop-
erties such as vertical and longitudinal position of the S/D junc-
tions, dopant activation, and compensation of the halo doping.
Higher local anneal temperature results in lower Vth and Rext due
to a combination of these effects, and hence faster devices. Prior
works have reported the intra-die variation of Rext and Vth to be
highly correlated, and this makes the strength of this variation
particularly strong. 

Figure 2 illustrates the temperature dependence of threshold
voltage (Vth) and conductance (Gm) for a 45nm PMOS device.
As expected, Vth decreases, while Gm increases with increase in
local anneal temperature. Figure 3 shows the effect of tempera-
ture variation on gate to source capacitance (Cgs) and drain
induced barrier lowering (DIBL). Both Cgs and DIBL increase
with increase in temperature as gate/drain and gate/source over-
lap increases upon increasing local anneal temperature due to

increased dopant diffusion. In order to examine the effect on per-
formance and leakage, drive current (Ion) and leakage current
(Ioff) are also plotted as a function of temperature in Figure 4. In
all of these plots, 0 denotes nominal anneal temperature, and the
other temperature values denote the variation from the nominal
value. All the other values plotted as a function of temperature,
are normalized to the corresponding values at nominal anneal
temperature. 

The plots clearly show significant dependence of performance
and leakage on local anneal temperature, due to the strong
dependence of Vth, Gm, Cgs, and DIBL on it. An increase as

small as 20oC over the nominal anneal temperature, results in
~11.8% change in Ion, and ~4X change in Ioff. Decreasing the
anneal temperature by 20oC results in ~7.4% and ~2.6X decrease
in Ion and Ioff, respectively. Previous works [10] have reported
anneal temperature differences of up to 50oC, between the high-
est and lowest anneal temperature on the wafer, for regular pat-
terns. Such a difference can cause significant variation in
performance and leakage which must be accounted for while
analyzing performance and leakage. The plots also suggest that
anneal temperature dependence of Ion and Ioff can be modeled
as polynomial functions of temperature. The next section devel-
ops these models, discusses the methodology for calculating
local anneal temperature, and the simulation flow for the RTA
aware timing analysis.

3.  METHODOLOGY
There are two major components of RTA aware simulation

framework: models for the effect of local anneal temperature on
leakage and drive currents, and methodology to solve for local
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Figure 2. PMOS Vth and Gm variation with anneal temperature.
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Figure 3. PMOS Cgs and DIBL variation with anneal temperature.
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anneal temperature. Figure 5 illustrates this simulation flow.
Device level TCAD simulations are performed using
TSUPREM4 in order to model the dependence of leakage current
and drive current on local anneal temperature, in terms of on and
off current multipliers. The layout is meshed into rectangular
grid and finite difference method is used to solve for temperature
as a function of position on the wafer. This temperature distribu-
tion is used to determine local anneal temperature for a gate
using the layout definition file to determine its position. Once the
local anneal temperature is known, the Ion and Ioff models can
be used to modify the values for leakage and delay (read from the
characterized library) at the time of final simulation. In this
work, we assume that gate delay is inversely proportional to Ion,
and hence we scale the gate delay by the inverse of the Ion multi-
plier. The remainder of this section describes in detail the devel-
opment of these models, the method to solve for local anneal
temperature, and concludes by discussing the RTA aware simula-
tion flow.

3.1.  Modeling performance and leakage 
variation with local anneal temperature 
variation

As discussed earlier, variation in local anneal temperature
affects Vth and Rext by a combination of changes in dopant acti-
vation, effective channel length, halo doping and gate overlap of

source and drain. There can be two approaches to take these
effects into account during timing and leakage analysis: 

• Model the effects on basic device properties (Vth and Rext or 
doping profile, effective channel length, and halo doping), 
use these models to modify the HSPICE model files, and 
characterize standard cell library at different anneal tempera-
tures. For a given temperature interpolate between the 
known values from library files characterized at certain fixed 
values of local anneal temperature.

• Model the effects in terms of Ion and Ioff multipliers as a 
function of local anneal temperature. Characterize the stan-
dard cell library once for nominal anneal temperature, and 
superimpose these multipliers at the time of timing/leakage 
analysis when reading in the characterized values for a given 
standard cell. 

Since the focus of this work is to perform accurate delay and
leakage simulation, the second approach provides more accurate
results than interpolation. Also, the second approach is easier to
implement and has a lower characterization cost as compared to
the first approach. So, we have used the second approach to con-
struct the simulation framework in this work. 

We use TCAD (TSUPREM4 [11] for process simulation, and
MEDICI [12] for device simulation) for device level simulation
and I-V characteristics of the devices are matched to the 45nm

Figure 5. RTA aware performance/leakage analysis flow.
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Figure 6. PMOS models for Ion and Ioff variation with temperature.
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technology used for this work. Figure 6 shows normalized values
of Ion and Ioff (normalized to the values at nominal anneal tem-
perature) plotted against the anneal temperature for an NMOS
device, and Figure 7 shows the corresponding plot for a PMOS
device. Also shown are our polynomial models for Ion and Ioff
as a function of temperature. Since these models are fitted to the
normalized values, they represent multipliers by which nominal
Ion and Ioff should be multiplied to obtain their correct values
for a given temperature. The exact relationship between leakage
and drive currents as anneal temperature is varied is a complex
non-linear function. However, we see that they can be modeled
with good accuracy using polynomial functions of the anneal
temperature. We used MATLAB for accurate curve fitting, and
observed that a quadratic polynomial can be used to model the
Ion dependence with good accuracy, while a polynomial of
degree 5 was needed to model the off current dependence, for
both NMOS and PMOS. It is evident from the figures that poly-
nomials predict the Ion and Ioff dependence accurately.

3.2.  Chip level anneal temperature variation 
analysis

Solving for local anneal temperature involves setting up dif-
ferential equations describing the heat flow, and then discretizing
the chip area into rectangular grid and approximating the partial
derivatives. Since radiation is the dominant mechanism of heat
transfer, we assume that conduction and convection have negligi-
ble contribution. We also assume that the temperature variation
across the thickness of the chip is negligible compared to the
variations in the plane of the wafer. This assumption is based on
the fact that characteristic time duration of RTA processes (in the
order of a few seconds) is large enough to allow the temperature
distribution across the thickness of the wafer to reach a study
state. These assumptions are valid, and have been used in the
past to make accurate predictions for RTP processes. This allows
us to solve for the temperature in the plane of the wafer (x-y
plane), and in particular we can assume the partial derivative
with respect to the wafer thickness (z) to be zero.

In the steady state, we can write the heat balance equation as
Poisson’s equation [10]

                    (1)

where d is the wafer thickness, k is the in plane thermal conduc-
tivity, T(x,y) is the temperature distribution in the wafer plane,
PABS is the radiative power absorbed per unit area, and PEMI is

the radiative power per unit area emitted by the wafer. The emit-
ted and absorbed power perms vary with position on the wafer
due to the layout pattern and hence position dependence of opti-
cal properties (emissivity, absorptivity, etc.), and can be
expressed as

                                               (2)

                                              (3)

where  is the heater power per unit area incident on the

wafer,  is the Stefan-Boltzmann constant,  is the
position and temperature dependent effective total absorptivity,
and  is the effective wafer emissivity. The effective
emissivity and absorptivity depend on optical properties of the
layer structure, and upon the temperature of the region. They also
depend on the wavelength of the radiations incident on the wafer,
which in turn depends on the heater temperature and material
(known for a given fabrication process).

The steady-state heat balance equation (1) can be discretized
by writing the second derivative of temperature as a finite differ-
ence term. We use a grid based approach, where we discretize the
wafer surface into a rectangular grid structure with lengths ,
and  in the x and y direction respectively. This gives us one
discritized node equation for each node on the grid. The spatial
derivative of temperature in equation (1) can be written as

                                         (4)

and we can discritize the individual second spatial derivative
terms. Let  represent the anneal temperature at a node with
co-ordinates (a,b). Now, in the x direction, we can write

                                   (5)

                                             (6)

Discretizing the heat balance equation yields the following sys-
tem of non-linear equations (one equation for each node on the
grid):
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Figure 8. Model for emissivity variation with anneal temperature.
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 (7)

where , and  are the position dependent
functions of temperature, describing the average behavior of
absorptivity and emissivity in a rectangle with sides , and ,
centered at the node point. The optical properties at a given point
depend on the layer structure of the wafer. There are five differ-
ent kinds of layer structures possible at the time of RTA: N+
source/drain, P+ source/drain, polysilicon over isolation, polysil-
icon over transistor, and shallow trench isolation (STI). We use a
tool called Rad-Pro [13] to calculate the temperature dependent
functions of emissivity and absorptivity for each of these config-
urations. Interfering optical reflections at the interface of differ-
ent layers cause a dependence on the wavelength and the exact
layer structure. Rad-Pro utilizes universally accepted and exten-
sively calibrated models to predict the directional, spectral, and
temperature dependence of radiative properties for multilayer
structures consisting of materials like silicon (doped/undoped),
silicon dioxide, silicon nitride, and polysilicon. 

Figures 8 and 9 show the plots of normalized emissivity and
absorptivity, respectively, as a function of temperature, for the
different layer structures. In the figures, 0 represents nominal
anneal temperature for the 45nm technology used for this proj-
ect, and other temperature points are expressed as difference
from nominal. We observed that the variation of these optical
properties with temperature can be modeled accurately by using
linear functions of temperature. So, we modeled them in the form

, where a is the value of the property at nominal anneal
temperature, and b and c are coefficients modeling the linear
dependence on temperature. For example, the emissivity for STI
is expressed as , where  is the emissivity
for STI at nominal anneal temperature. Figures 7 and 8 also show
the corresponding linear fit for each of the functions. 

We use Calibre layout verification tool [14] to calculate rela-
tive densities of different layer types for each node point, in a
rectangle with sides , and , centered at the node point.
These density values are used to calculate density based
weighted average of the linear fit coefficients, to yield final aver-
age temperature-dependent functions for absorptivity, and emis-

sivity. Finally, we use MATLAB to solve for these simultaneous
non-linear equations to yield chip level temperature maps for
local anneal temperature. Local anneal temperature at any point
can be determined by interpolating between the values at node
points for the rectangle on the grid that contains the point. These
temperature values are used in conjunction with TCAD based
models for accurate performance and leakage analysis, by chang-
ing the delay/leakage based on the position of the gate in the lay-
out. Next section discusses the result of such an analysis for
some test chips.

4.  EXPERIMENTAL RESULTS
In order to demonstrate the importance of anneal temperature

variation aware analysis, we ran the flow described in the previ-
ous section for a 45nm experimental test chip. There are  40X40
rectangular grid cells of equal size located on the top surface of
the chip, and a 40X40 temperature distribution map is calculated.
Calibre was used for processing the layout, and obtaining the rel-
ative densities of different layer structures. MATLAB was used
for solving the non-linear system of equations, and a trust-region
based technique was utilized, which solves a linear system of
equations to find the search direction [15, 16]. 

Figure 10 shows the temperature map for the chip. The X and
Y axes represent the grid points on the 40X40 grid, while tem-
perature is plotted as a function of position on the grid. The tem-
perature map shows the presence of two high temperature
regions on the chip, which result in the two peaks. The difference
between maximum and minimum local anneal temperature on
the chip was found to be ~10.5oC. We observed temperature map
relates well with the STI density distribution, because STI has
the lowest reflectivity amongst all the layer structure. Lower
reflectivity translates into higher absorptivity, and a high density
of STI results in higher temperature in the region due to
increased absorption of incident power. However, there are other
long range effects related to characteristic thermal length, which
make the correlation less exact. 

In order to examine the electrical effects of the local anneal
temperature, the TCAD level models for temperature depen-
dence of Ion and Ioff were employed. For both Ion and Ioff, the
values reported are the average values for PMOS and NMOS.
Figure 11 shows the Ion map for the chip. Ion values are reported
as the percentage deviation from the slowest location on the die.
Deviation of up to ~6.8% from the slowest location are observed.
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The resulting deviation in inverter delay was found to be ~7.3%.
A high deviation in performance/delay establishes the need for
such a local anneal temperature aware performance analysis.
Figure 12 shows the corresponding plot for Ioff. The effects
observed here are substantial as well. The plot shows Ioff as a
function of position on the grid, and all the values are normalized
to the lowest leakage point in the die. We observe that device
leakage at the fastest point (highest Ion) is ~2.45X higher than
the slowest point. 

To examine how the effect scales with technology, we per-
formed the full chip thermal simulations for a 65nm test chip. We
used a 40X40 rectangular grid for our analysis. Figure 13 shows
the chip level temperature dustribution. The difference between
maximum and minimum local anneal temperature on the chip
was found to be ~8.5oC, which is slightly smaller than the 45nm
test case. The temperature distribution, again, shows a good cor-
relation with STI density distribution. Although the magnitude of
chip level temperature variation is smaller than the 45nm test
case, it is high enough to cause a reasonable impact on perfor-
mance and leakage.

5.  CONCLUSION
In this work, we proposed a new local anneal temperature

variation aware performance and leakage analysis framework
which embodies transistor level models for anneal temperature
sensitivity, to incorporate RTA induced temperature variation
into traditional timing/leakage analysis. We solve for chip level
anneal temperature distribution by dividing the wafer surface
into rectangular grids, and employ TCAD based device level
models for drive current (Ion) and leakage current (Ioff) depen-
dence on anneal temperature variation, to capture the variation in
device performance and leakage based on its position in the lay-
out. Experimental results based on a 45nm test chip shows
anneal temperature variations of up to 10.5oC, which results in
~6.8% variation in device performance and 2.45X variation in
device leakage across the chips. The corresponding variation in
inverter delay was found to be ~7.3%, thereby establishing the
importance of such a local anneal temperature variation aware
performance/leakage analysis.
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