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Abstract—With the increase in current densities, electro-
migration has become a critical concern in high-performance
designs. Typically, electromigration has involved the process of
time-domain simulation of drivers and interconnect to obtain
average, root mean square (rms), and peak current values for
each wire segment. However, this approach cannot be applied to
large problem sizes where hundreds of thousands of nets must
be analyzed, each consisting of many thousands of RC elements.
The authors propose a static electromigration analysis approach.
They show that the charge transfer through wire segments of
a net can be calculated directly by solving a system of linear
equations, derived from the nodal formulation of the circuit,
thereby eliminating the need for time domain simulation. Also,
they prove that the charge transfer through a wire segment is
independent of the shape of the driver current waveform. From
the charge transfer through each wire segment, the average cur-
rent is obtained directly, as well as approximate rms and peak
currents. The authors account for the different possible switching
scenarios that give rise to unidirectional or bidirectional current
by separating the charge transfer from the rising and falling
transitions and also propose approaches for modeling multiple
simultaneous switching drivers. They implemented the proposed
static analysis approach in an industrial electromigration analysis
tool that was used on a number of industrial circuits, including
a large microprocessor. The results demonstrate the accuracy
and efficiency of the approach.

Index Terms—Circuit analysis, circuit simulation, com-
puter-aided design, interconnect reliability, physical design.

I. INTRODUCTION AND PREVIOUS WORK

W IRE WIDTHS have been reduced to deep submicron
dimensions in recent years, while their currents have

not been scaled proportionally. This has resulted in very high
current densities in wires which has made them susceptible to
electromigration failures. Electromigration is the process of
metal-ion transport due to high current density stress in metal
and has been studied extensively [1]–[8]. As the metal-ions
migrate, metal buildup or depletion occurs at locations in the
wires where there is a divergence in the metal-ion flux. Build
up of excessive metal produces so-called hillocks which can
result in shorts between wires, while excessive metal depletion
can result in changes in the metal wire resistance or even
catastrophic disconnections.
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The failure probability of metal wires is typically character-
ized using test structures that are stressed with dc currents under
accelerated electromigration conditions. During normal circuit
operation, the signal interconnects in a very large scale integra-
tion (VLSI) design are actually stressed with pulsed dc currents,
rather that with continuous dc currents. However, it has been
shown that, in the absence of Joule heating, the mean time to
failure of metal interconnect under pulsed dc currents can be
expressed as a function of the average dc current [9]–[11] using
Black’s equation [2]

(1)

where and are empirically determined variables, is
the average current density, is the activation energy, and
is the thermal energy. A simple approach to electromigration
analysis therefore checks that each individual metal interconnect
meets a specified mean time to failure. In this approach,
simple design rules are formulated that express the maximum
permissible dc current in a metal interconnect as a function
of the metal wire width. Although this approach is commonly
used in industry, it does not consider the failure probability
of the interconnect system as a whole. Therefore, a so-called
statistical electromigration budgeting (SEB) [12] approach has
also been proposed. In this model, the expected lifetime of the
overall system of interconnects is determined from the failure
probability of the individual wire segments. In either approach,
the electromigration computation requires knowledge of the
averageor dc current in each metal interconnect. This current
can be obtained by performing a time domain simulation of a
transition of an interconnect and integrating the current through
the interconnect over the simulation time, as follows:

(2)

where is the clock cycle period, is the time varying
current, and the switching factor represents the average
number of times that a signal net is expected to transition in
a clock period.

In addition to dc current stress induced failure, interconnect
can also fail due to excessive Joule heating. High currents in
a metal interconnect can generate significant heat due to resis-
tive energy dissipation of the wire. The resulting thermal gra-
dients can induce metal-ion flux divergence which in turn can
result in electron-migration failures. High currents will generate
the largest temperature gradients, and hence Joule heating was
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Fig. 1. Unidirectional and bidirectional current flow for electromigation
analysis.

found to be a function of the root mean square (rms) and peak
currents in a wire segment. Typically, metal failure due to Joule
heating is checked using simple rms and peak current limits.
The rms current, needed for Joule heating checks, is computed
as follows:

(3)

The peak current is simply the maximum current at any point
in time during the signal transition. Note that the peak current

is always greater than or equal to the rms current ,
which in turn is always greater than or equal to the average or
dc current .

A current is said to beunidirectional if it flows in the same
direction through a metal segment during both the rising and
falling transition of the signal. In Fig. 1, unidirectional current
through segment for a rising and falling transition is shown. In
this case, the current value is nonzero and the likely failure
mechanism will be due to dc current stress. On the other hand, if
the current flows in one direction during the rising transition and
in the other direction during the falling transition, the current
is said to bebidirectional, as for example the current through
segment in Fig. 1. For this wire segment, is close to zero
and the likely failure mechanism is due to Joule heating. In this
case, the and currents will determined the lifetime of
the segment. Of course, a wire segment may have both signif-
icant and under different driver configurations.
Electromigration analysis, therefore, requires the calculation of
all three currents, , , and , after which the relia-
bility analysis can be applied using either simple current limit
checks or the statistical electromigration budgeting approach.
In general, the current limits for and are much higher
than for and, therefore, failure due to Joule heating is much
less common in a design. Hence, the accuracy required of the

and current calculation is lower than that for ,
as long as the error in the computed and currents is
conservative.

A dynamic approach to circuit-level electromigration anal-
ysis uses simulation of the interconnect with a Spice-level
simulation tool to obtain time-varying current waveforms for
each interconnect segment. Based on these current waveforms,

Fig. 2. Worst case driver switching scenarios for a bus line.

average, rms, and peak current values can be easily calculated.
These tools incorporate detailed electromigration models and
compute the electromigration degradation level of the design.
The SPIDER [16] and BERT [17] tools are based on Spice-level
simulation. The iTEM tool [15] is based on a fast transistor
level simulator using piecewise quadratic transistor models and
also accounts for Joule heating. The tool presented in [18] is
based on an approximate timing simulator. These approaches,
however, are limited in that they only apply to small circuit
structures. A chip-level signal net can easily consist of tens of
thousands of R/C elements and the number of nets that need
to be analyzed can easily reach hundreds of thousands for a
large microprocessors. Therefore, Spice-level simulation for
all chip-level nets is not feasible. A number of methods for
filtering out nets from the analysis using a conservative criteria
have been proposed. In [14], a filtering methodology using
the so-called “critical threshold” due to stress induced back-
flow is presented using average currents computations, and in
[13] an approach based on lumped capacitance approximations
is proposed. However, even after filtering small nets with a
conservative filtering criteria, the remaining critical nets will
be to numerous to allow Spice-level simulation for analysis
of an entire processor. Note also that reduced-order modeling
techniques cannot be used for electromigration analysis, since
the currents for each element in the net list must be obtained
individually.

The analysis is further complicated by the fact that each signal
net often has multiple drivers that can switch in different ways.
For example, a bus line with two tristate drivers is shown in
Fig. 2, driver being stronger than driver. Let us consider
the current through wire segment. In order to obtain the max-
imum average current value for, the net is driven high with a
tristate driver , while driver is in tristate mode and then the
net is driven low with driver , while driver is in tristate mode.
During the rising transition, capacitor is charged through,
while in the falling transition, capacitors through are dis-
charged through. The same charge transfer would be obtained
if drivers and were interchanged.

On the other hand, the worst rms current may occur when
the net is switched both high and low with either driveror
with driver . Since driver is the stronger driver, it will result
in a faster transition which increases the current in

. However, switching the net from driver charges and dis-
charges capacitor through , while switching the net from
driver charges and discharges capacitorsthrough . De-
pending on the relative size of the drivers and capacitors, it is
likely that if is positioned near the end of the line (near driver
), driver will result in the maximum current, while

driver may result in the worst current if is posi-
tioned closer to the start of the line (near driver). Therefore,
the worst case driver transition depends in a nontrivial way on
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the driver strengths and the interconnect topology. In order to
determine the worst case driver transition, a dynamic simula-
tion-based approach must simulate all possible rising and falling
driver transition combinations (calledswitching scenarios) for
an interconnect and therefore incurs a high run time cost. It also
requires the user to perform the laborious and error-prone task
of writing simulation vectors.

In this paper, we propose a new static approach for electro-
migration analysis for large circuits. We compute the average,
rms, and peak currents for each metal interconnect statically,
without requiring the specification of simulation vectors. First,
we prove that the charge transfer through interconnect elements
can be expressed as a set of linear equations derived directly
from the nodal formulation of circuit. Hence, we can compute
the exact charge transfer through all interconnect elements by
solving a single system of linear equations, avoiding time-con-
suming time-domain simulation which has typically been used
[13]. We also prove the important property that for a linear cir-
cuit, the charge transfer through an element is dependent only
on the total charge conducted from the driver circuit(s) and is
independent of the shape of the driver current. From the charge
transfer through a wire segment, we directly obtain the exact

current value. We also propose methods for finding approx-
imate and currents based on the charge transfer of
the signal net and show how the proposed method can be used
in the presence of multiple simultaneous acting drivers.

Finally, we show how different switching scenarios are effi-
ciently evaluated by separating the charge transfer for the rising
and falling transitions of the net. This allows the computation
of the worst case current values among all switching scenarios
in a time linear with the number of independently control-
lable drivers. The proposed algorithms were implemented in an
industrial electromigration analysis tool. We demonstrate the
accuracy of the proposed approach by comparing the analysis
results with Spice simulations. We also show the efficiency
of the analysis for a number of large blocks, including a large
processor core. Although in this paper we illustrate the use
of our approach on signal nets, the proposed analysis method
can also be applied to power supply networks in the same
manner.

The remainder of this paper is organized as follows. Sec-
tion II presents the new linear system formulation for directly
calculating charge transfer. Section III presents the approach for
finding the worst current values among all switching scenarios.
Section IV presents our results and in Section V we draw our
conclusions.

II. CALCULATION OF THE CHARGE TRANSFER

We consider a general interconnect circuit with nodes
, resistors , and capacitors connected

between nodes and and one or more driving gates and
load gates. Each resistor in the network represents a metal seg-
ment or a via between metal layers. Each capacitor represents
a load or self-loading of the interconnect, including possible
self-coupling capacitors or capacitors in series. The resistors
and capacitors are extracted using an extraction tool. A simple
example circuit is shown in Fig. 3(a). Our goal is to find the

Fig. 3. A circuit and its linear model for electromigration analysis.

net amount of charge that is transferred through each metal
segment or resistor in the interconnect during either a rising
or falling transition of the net, which we refer to as thecharge
transfer . It is clear that the charge transfer is simply the
integral of the current through an element over time as
defined below.

Definition 1: The charge transfer though a resistor
connected between nodesand is

(4)

where is the time-varying current through resistor.
To calculate the charge transfer without performing a time

domain simulation, we first construct a linearized version of
the circuit, as shown in Fig. 3(b), by replacing the load gates
with capacitors and the driver gate(s) with time-varying current
sources , such that the behavior of the circuit is unchanged.
In other words, the current is exactly equal to the current
produced by the driver gate at each point in time and therefore
mimics the driver perfectly without changing the behavior of
the circuit. Note that although the example in Fig. 3(b) has only
one driver, in general a circuit may have multiple simultaneous
switching drivers. After linearizing the circuit, we can represent
it with the following standard nodal differential equation:

(5)

where is the conductance matrix, is the capacitance matrix,
are the node voltages and are the current sources cor-

responding to the driving gates. We now define the following
two useful voltages.
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Definition 2: Voltage is the voltage at nodeat the start of
the transition and is the steady-state voltage at nodeafter
the transition is completed

(6)

(7)

We now observe that for all signal interconnects that are of in-
terest to us, there is no dc path from the signal net to the power
supply or ground. This means that at the end of the transition,
when the driver gate has reached its steady-state voltage, there
is no current through any of the resistors in the circuit. We
therefore restrict ourselves to circuits that meet the following
condition.

Condition 1: If in the circuit two nodes and exist, such
that , then the conductance .

Interconnect circuits satisfy condition 1, since there is no cur-
rent from the driver gate at the end of the transition when the cir-
cuit reaches a stable state. This means that the charge transfer
from a driver gate to the interconnect is finite and is calculated
as follows:

(8)

where is thedriver charge transferand is the driver
gate current as a function of time. In the section that follows, we
show how to compute the charge transfer through a wire based
on the driver charge transfer . Then in the subsequent section,
we discuss methods to compute the driver charge transfer.

A. Wire Charge Transfer Computation Formulation

In the following theorem and proof, we show that the charge
transfer through a wire segment can be computed by solving
a single system of linear equations formulated using the driver
charge transfer , without knowledge of the time varying be-
havior of the driver currents .

Theorem 1: Given a linear circuit that satisfies Condition 1
and the following linear system of equations:

(9)

where is the vector of driver charge transfer (8), is the
conductance matrix, is the capacitance matrix, and and

are the vectors of initial and final node voltages (6) and (7),
then, the charge transfer through element is defined as
follows:

(10)

This theorem, therefore, states that if we solve the linear system
(9) for , we can directly calculate the charge transfer through
an element as the difference of the at the two nodes of
and multiplied by the conductance of . As shall be come
clear, can be thought of as the area under the voltage curve
of node relative to its final voltage and is the vector
of such voltage areas for all nodes.

Proof: We define as the difference between the
voltage value at node and its stable value at the end of
the transition

(11)

We then substitute the voltage vector in the first term of the
system of nodal (5) with and obtain the following
linear system of equations:

(12)

Since is a conductance matrix, for every row the
matrix/vector multiplication can be expressed as

. From Condition 1 it follows that all
terms in this summation are zero, since either or

and therefore . After simplifying (12)
accordingly and then integrating over time, we obtain

(13)

and examine each term in turn.
1) For the first term, , we define a new variable

. Since the node voltages are exponential
decaying functions of time, the integral is finite and therefore
the first term becomes

(14)

2) For the second term, we get the following:

(15)

3) Finally, for the third term, we get

(16)

which is the same as (8).
From (14)–(16) we obtain: , where

we solve for .
At the same time, from (4) and (11) we obtain

(17)

From Condition 1 it again follows that
and therefore we obtain which proves the
theorem.

Note that Theorem 1 is completely general and holds for
any number of current sources and all types of capacitors, in-
cluding coupling capacitors and capacitor dividers, provided
Condition 1 holds. To help understand the linear system (9) we
can represent it as an “equivalent circuit” shown in Fig. 4, where
the driver current source and the capacitors are replaced with
“charge sources.” The node voltages are replaced with, which
can be thought of as the area under the voltage curve relative to
the final voltage of the node and the branch currents are re-
placed with “charge transfer” .
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Fig. 4. Circuit representation of charge transfer computation.

As formulated, the linear system (9) will be singular in that
the values can have an arbitrary offset for each set of nodes
belonging to a dc-connected component (DCCC). This can be
understood from the equivalent circuit shown in Fig. 4. Each
DCCC is only connected to “charge” sources, such that the sum
of the total charge injected into and out of the DCCC is zero.
Therefore, the values of the nodes of the DCCC can have
an arbitrary offset, which leads to a signularity of the matrix.
This problem can be easily remedied by setting one of the nodes
in each DCCC in the system as a reference. Sincein (10)
depends only on the difference of between two nodes, the
reference node in a DCCC and its value do not affect the value
of and can be arbitrarily chosen.

From (9) and (10) we can observe that is independent of
the shape of the current waveform and is only dependent
on its total charge . We therefore have the following impor-
tant corollary.

Corollary 1: For a linear circuit satisfying Condition 1 and
having one or more current sources , all current source
waveforms with total driver charge transfer will re-
sult in the same charge transfer for each element in the circuit.

B. Wire Charge Transfer Computation Method

Based on Theorem 1, we propose the procedure shown below
in Procedure 1 for calculating the charge transfer through all
wire segments of a signal interconnect. Assume we have one or
more driver gates, switching from an initial voltage (typi-
cally, but not necessarily, GND or VDD) to a final voltage .

Procedure 1

1) Compute the voltage at node at the start of the tran-
sition by setting the voltage at the output of the drivers
to and performing a dc solution.

2) Compute the voltage at node at the end of the
transition by setting the voltage at the output of the drivers

to and performing a dc solution.
3) Compute the driver charge transfer for each simulta-

neous switching driver, as explained in the next section.
4) Form the linear system(9), set one node in each dccc to

zero to avoid singularity, and solve for.
5) For each element in the circuit, computeusing(10).

The above procedure requires a dc solution in Steps 1) and
2). Due to Condition 1, there is no current through any resistor
in Step 2) and the dc solutions become trivial through shorting

resistors and removing capacitors. In most cases, the dc solu-
tion in Step 1) is similarly trivial. Step 4) requires one linear
solution. However, since is a sparse matrix, can be com-
puted very efficiently, even for very large circuits. Therefore,
the overall computation of the charge transfer is extremely ef-
ficient, compared to performing a nonlinear simulation of the
original circuit [such as shown in Fig. 3(a)], while the accuracy
of the analysis is not compromised.

C. Driver Charge Transfer Computation

Step 3) in the above procedure requires that the total charge
transfer from each simultaneous switching driver is known.
If there is only a single driver, its charge transfercan be
computed through charge conservation from the charge transfer
through each of the capacitors

(18)

However, if there are multiple drivers that switch at the same
time, as is often the case, then this total chargeis divided be-
tween these drivers in some manner: . In Fig. 5(a),
we show an example of a 2-inputNOR gate and the associated
linearized circuit, where the n-type transistors are folded in the
layout. The n-type transistors connected to inputare off and
can be modeled as capacitive loads. When inputswitches high,
its two NMOS transistors turn on, while its PMOS transistor
turns off. We, therefore, model these three transistor connec-
tions with current sources and need to determine their charge
transfer as shown in Fig. 5(b).

We propose two approaches for determining the charge
transfer distribution between multiple simultaneous switching
drivers. The most accurate approach is to perform a nonlinear
simulation of the gate, with a pi-model [19] representing the
interconnect loading. During the nonlinear simulation, we
compute the integral of the current through each driver output
to obtain its charge transfer which is then used in Step 4) of
Procedure 1. Although this requires a nonlinear simulation
of the transistors, this simulation is relatively fast since it
involves only a small number of nonlinear devices belonging
to the driver gate and a small pi-model representing the entire
interconnect.

A faster, more approximate approach that avoids this
nonlinear simulation makes the simplifying assumption that
the short-circuit current is negligible [meaning in
the example in Fig. 5(b)]. We then divide the total charge

computed through charge conservation (18) between the
remaining current sources according to their transistor sizes:

, where is the size of transistorsand
is the size of the transistor for which we are computing

the charge transfer . This simple approach, although not
exact, was found to yield results with less than 4% error in
practice, as shown in Section IV. This is due to the fact that the
simultaneous switching drivers are, most often, different fingers
of a folded device that have identical structure and inputs.
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Fig. 5. Interconnect driven by a folded gate and its linear model.

III. A VERAGE, RMS,AND PEAK CURRENTCOMPUTATION

In the previous section we presented an approach to effi-
ciently compute the charge transfer through a wire segment in
response to a rising or falling transition. In this section, we show
how to use the charge transfer computation to determine the
worst case average, rms, and peak currents for a metal segment.
In order to guarantee a repeatable transition pattern, we base our
worst case current calculation on the maximum charge transfer
during two clock periods where the first period contains a rising
or charging transition of the interconnect and the second pe-
riod contains a falling or discharging transition. Two problems
need to be addressed. First, given a particular charging and dis-
charging driver pair we need to compute , , and
from the charge transfers. Second, among all possible charging
and discharging driver combinations, we need to determine the
worst case pair for each type of current in a metal segment.

In order to efficiently approach this problem, we separately
record the charge transfer for rising and falling transitions
through an interconnect. The drivers connected to the inter-
connect are divided into clusters of simultaneously switching
drivers, where each cluster is assumed to be independently
controllable. Each cluster is simulated in turn for both rising

and falling transitions, while recording the minimum and max-
imum charge transfer in each direction through an interconnect
element. The procedure is as follows.

Procedure 2

1) For all wire segments define a reference direction.
2) For (all driver clusters).
3) For (each driver in a driver cluster) computecharging

driver charge transfer .
4) Compute charge transfer through each wire segment

using Procedure 1.
5) For (all wire segments).
6) If (charge transfer is in reference direction) update

and .
7) else update and .
8) Repeat for discharging transition and update

and or
and .

Note that these charge transfers are unsigned quantities and
equal to zero if no transfer exists in the specified direction. Also,
each charge transfer quantity can be associated with a different
driver. Since we simulate each drive only twice (once for the
rising transition and once for the falling transition of the net), the
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run time complexity is linear with the number of drivers. Based
on the maximum and minimum charge transfer in each direction
through a wire segment for both rising and falling transitions, we
now calculate the average, rms, and peak currents, as follows.

1) AverageCurrent: The average current is defined in (2):
, where is the switching factor and

is the clock period. Typically, the switching factor is obtained
from simulations with a cycle based simulator or through prop-
agation of switching probabilities in the circuit. We evaluate
over two clock periods, one with a rising and one with a falling
transition. If there is nonzero charge transfer in a particular di-
rection for both the rising and the falling transitions, the worst
case charge transfer is the sum of both these maximum charge
transfers. If there is a zero charge transfer for either rising or
falling transition in this direction, the worst case charge transfer
is the maximum charge transfer in that direction subtracted with
the minimum charge transfer in the opposite direction. We di-
vide the worst case charge transfer by 2 to account for the two
transition periods and account for the clock periodas follows.

Procedure 3

1) if

2) else

Max

3) if

4) else

Max

5) Max
6)
2) RMS and Peak Current:The rms current of a wire seg-

ment is defined with the integral (3):
and hence requires information about the waveform shape of
the time varying current and not only the total charge
transfer. In our approach, we analytically estimate the rms
current by approximating the waveform with a triangular
waveform with identical rise and fall times. Fig. 6 shows
an example for such current waveform on a resistor for a
rising transition where the switching frequencyis equal to
one. In this illustration, the charge transfer is
defined as the maximum rising/falling charge transfer in either
direction: Max

and Max .
The transition time is the duration of the current pulse for
the transition and corresponds to the transition time of the
signal. Without a transient simulation of the entire interconnect,
we cannot obtain the exact width of the triangular current
waveform at each resistor. In our approach, we use the
transition time at the output of the driver as an approximation

Fig. 6. Triangular current waveform on a resistor.

of the transition time at all the wire segments. Since the
transition time at the wire segments will be larger than that at
the driver output, our estimation of peak and rms current will
err on the side of pessimism. The transition time at the driver
output can be obtained from a static timing analyzer or through
nonlinear simulation of the driver gate using a pi-load model. It
is important to obtain an accurate measure of the transition time
since the computed rms and peak currents have square-root and
linear dependence on them, respectively. An error in transition
time can therefore cause significant error in the computed
current densities, especially for the peak current density. Given

, we calculate the peak and rms current under the triangular
current waveform assumption analytically as follows:

For the falling transition, the peak and rms currents
and are calculated separately

using . The total peak and rms currents are
computed as follows:

After the average, rms, and peak currents for all wire seg-
ments are computed, the electromigration analysis is performed
using either simple current limit checks or using statistical
electromigration budgeting [12].

IV. RESULT

The proposed electromigration analysis approach was im-
plemented in an industrial electromigration checker and was
applied on a number of industry circuit designs. Because the
analysis requires only one linear solution per interconnect,
large chip-level structures could be analyzed efficiently. A
commercial extraction tool is used to extract parasitic RC
data including the metal width and layer information from
the physical layout and the electromigration analysis tool is
applied on this data without performing reduction on the RC
data.
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TABLE I
COMPARISON OFPROPOSEDAPPROACHWITH SPICE SIMULATION FOR WIRE SEGMENTS OFINDUSTRIAL INTERCONNECTS

TABLE II
COMPARISON OF PROPOSEDAPPROACH WITH SPICE SIMULATION FOR INTERCONNECT

WITH VARYING DRIVER SIZE AND LOAD

TABLE III
RUN TIME STATISTICS ON EXAMPLE CIRCUITS

Table I shows the accuracy of our current calculation by
comparing it to the result obtained from explicit transient
simulations of the interconnect and driver gates using Spice
for several large industrial signal net. Our approach estimates
average current very accurately, with a maximum error of 2.9%.
Since the formulation for charge transfer is exact, the observed
deviation is due to error in the modeling of the gate loads
with linear capacitors and the distribution of charge transfer
between the driver gates. The accuracy of our approach for
rms and peak current is also very high with a maximum error
of 16.7% and 8.7%, respectively. This error is primarily due
to the fact that the actual current waveform is not precisely
triangular. However, the observed error is well within the

required accuracy for application of the proposed approach
in an industrial electromigation analysis tool.

In Table II, we show the results when the proposed method
was applied on a circuit with varying driver and load sizes. The
circuit consists of a simple inverter driving an interconnect and
load capacitance, as shown in Fig. 1. The average, rms, and peak
current is reported for the wire segment labeled. A comparison
with explicit transient simulation using Spice is shown for three
different driver sizes and load capacitances. The results demon-
strate that the analysis has comparable accuracy over a range of
driver strengths and load conditions.

Table III shows statistics from our analysis on several
circuit designs. It shows that it would be impractical to apply
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Fig. 7. Current density distribution on a clock net in a dynamic-logic adder (current densities are white for highest to grey for lowest).

brute-force approaches due to the complexity of these designs
which results from the number of nets, the number of R/C
elements, and the number of possible drivers. On the other
hand, our approach successfully analyzed these circuits with
very modest run time. Note that in order to demonstrate the
efficiency of the proposed approach, a detailed analysis is
performed on all the nets in the design and no nets were
filtered from the analysis.

Finally, Fig. 7 visualizes a current density distribution for an
example which is produced by the electromigration checker for
the designer to aid in correcting any violations. The light colors
indicate high current densities where the electromigation limits
are exceeded.

V. CONCLUSION

In this paper, we have proposed a static electromigration
analysis approach. We showed that the charge transfer through
wire segments of a net can be calculated directly by solving a
linear system, derived from the nodal formulation of the circuit.
We, therefore, avoid the need for time-consuming time-domain
simulation. Also, we proved that the charge transfer through
a wire segment is independent of the driver current waveform
shape and depends only on the total charge transferred from
the drivers to the interconnect. We then showed how average,
rms, and peak current values for each wire segment can be
obtained using the computed charge transfer. We also account
for the different possible switching scenarios that give rise to
unidirectional or bidirectional current by separating the charge
transfer from the rising and falling transitions. We implemented
the proposed static analysis approach in an industrial electro-
migration analysis tool that was used on a number of industrial
circuits, including a large processor core. Experimental results
were presented to demonstrate the accuracy and efficiency of
the approach.
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