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Outline 
  Swizzle Switch—Circuit & Microarchitecture 

  Overview 
  Arbitration 
  Prototype 

  Swizzle Switch—Cache Coherent Manycore Interconnect 
  Motivation & Existing Interconnects 
  Swizzle Switch Interconnect 
  Evaluation 
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Swizzle Switch 

  Embeds arbitration within crossbar—single cycle arbitration 
  Re-use input/output data buses for arbitration 
  SRAM-like layout with priority bits at cross-points 
  Low-power optimizations 
  Excellent scalability 

Conventional Matrix Crossbar Swizzle Switch 
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 Multicast & Broadcast 

 Bitlines discharged if 
 Data = “1” 
 Crosspoint = “1” 

Data Routing 
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Swizzle Switch Architecture 

Data routing, arbitration,  
And priority update control embedded within crosspoints 

Priority vector 

Priority  
vectors 
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Outline 
  Swizzle Switch—Circuit & Microarchitecture 

  Overview 
  Arbitration 
  Prototype 

  Swizzle Switch—Cache Coherent Manycore Interconnect 
  Motivation & Existing Interconnects 
  Swizzle Switch Interconnect 
  Evaluation 
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Inhibit Based Arbitration 

Each Crosspoint has a sense amp/
latch to indicate connectivity.  Each 
input samples a unique bit of the 
output bus to determine if it has 
been granted the channel 

Priority vectors are stored and when 
a request is issued they discharge 
bits along the output columns to 
INHIBIT lower priority requests 

Finally, the priority vectors are 
updated when the data transfer 
completes. 

This diagram is a single column in 
the Swizzle-Switch (output), each 
output arbitrates/transfers data 
independently 
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Least Recently Granted(LRG)  

LOWEST Priority 
Discharges NO Priority Lines 

LOWEST Priority 
Discharges NO Priority Lines 

INTERMEDIATE Priority 
Discharges SOME Priority Lines 

INTERMEDIATE Priority 
Discharges SOME Priority Lines 

HIGHEST Priority 
Discharges ALL Priority Lines 
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Least Recently Granted(LRG) 

Example Arbitration: 

(1)  Req l and Req m Request the bus 
(red lines) 

(2)  Req m discharges Priority line l, 
priority lines m and n remain 
charged (green lines) 

(3)  Req l senses Priority line l and is 
inhibited (not granted), Req m 
senses Priority line m and is not 
inhibited 

(4) The crosspoint records the 
connectivity at input m 
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Least Recently Granted(LRG) 

RESET 

SET 

Example Priority Update: 

 Input m signals it is done with data 
transfer by asserting Rel m 
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HIGHEST Priority 
Discharges ALL Priority Lines 

Least Recently Granted(LRG) 

INTERMEDIATE Priority 
Discharges SOME Priority Lines 

LOWEST Priority 
Discharges NO Priority Lines 



12 12 

12 

12 University of Michigan 

Least Recently Granted(LRG) 
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Outline 
  Swizzle Switch—Circuit & Microarchitecture 

  Overview 
  Arbitration 
  Prototype 

  Swizzle Switch—Cache Coherent Manycore Interconnect 
  Motivation & Existing Interconnects 
  Swizzle Switch Interconnect 
  Evaluation 
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64x64 Prototype 
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Measurement Results  
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Measurement Results  
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Outline 
  Swizzle Switch—Circuit & Microarchitecture 

  Overview 
  Arbitration 
  Prototype 

  Swizzle Switch—Cache Coherent Manycore Interconnect 
  Motivation & Existing Interconnects 
  Swizzle Switch Interconnect 
  Evaluation 
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Scaling Interconnect for Many-Cores 
  Existing interconnects—Buses, Crossbars, Rings 

  Limited to ~16 cores 

  Other’s Interconnect proposals for Many-Cores 
  Packet-switched, multi-hop, network-on-chip (NoC) 
  Grid of routers—meshes, tori and flattened butterfly 

  Our Proposal 
  Swizzle Switch Networks 

 Flat single-stage, one-hop, crossbar++ interconnect 
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Mesh Network-on-Chip 
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Flattened Butterfly Network-on-Chip 
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Motivating Swizzle Switch Networks 

 Uniform access latency 
 Ease of programming, data placement, thread placement,...  

 Low Power 

 Simplicity 
 Packet-switched NoCs need routing, congestion management, flow 
control, wormhole switching,... 
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 Motivating Swizzle Switch Networks 
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 Unfairness = Nodehighest_throughput / Nodelowest_throughput 

 Hotspot Traffic = All nodes sending data to node8,8 

 Under Hotspot traffic, the Crossbar has a slightly less 
throughput than the Mesh but is 40x more fair. 

Mesh SSN 
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  In the Mesh, nodes closest to the center receive the highest 
throughput 

 Under Uniform Random traffic, the Crossbar has more 
throughput than the Mesh and is 87% more fair.  

Mesh SSN 
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Motivating Swizzle Switch Networks 
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Outline 
  Swizzle Switch—Circuit & Microarchitecture 

  Overview 
  Arbitration 
  Prototype 

  Swizzle Switch—Cache Coherent Manycore Interconnect 
  Motivation & Existing Interconnects 
  Swizzle Switch Interconnect 
  Evaluation 
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Top-Level Floorplan 
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Outline 
  Swizzle Switch—Circuit & Microarchitecture 

  Overview 
  Arbitration 
  Prototype 

  Swizzle Switch—Cache Coherent Manycore Interconnect 
  Motivation & Existing Interconnects 
  Swizzle Switch Interconnect 
  Evaluation 
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Evaluation 
  Simulation Parameters 

  Benchmarks 
  SPLASH 2 : Scientific parallel application suite 

Feature NoC (Mesh/FBFly) SSN 
Processors 64 in-order cores, 1 IPC, 1.5 GHz 

L1 Cache 32kB I/D Caches, 4-way associative, 64-byte line size, 1 cycle latency 

L2 Cache Shared L2, 16 MB, 64-way banked, 8-
way associative, 64-byte line size, 10 

cycle latency 

Shared L2, 16MB, 32-way 
banked, 16-way associa- 
tive, 64-byte line size, 11 
cycle latency 

Interconnect 3.0 GHz, 128-bit, 4-stage Routers, 
3 virt. networks w/ 3 virt. channels 

1.5 GHz, 64x32x128bit 
Swizzle Switch Network 

Main Memory 4096MB, 50 cycle latency 



29 29 

29 

29 University of Michigan 

Results—Performance & QoS 
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Figure 12: Cycle Analysis for 16 and 64 core Mesh, FBFly, and SSN topologies during parallel regions of the SPLASH2 benchmarks.
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Figure 13: Histogram of L1 cache miss latency for the Radix benchmark.

relative to the Mesh.

6.1 Performance Analysis

Table 2 shows the speedup for each benchmark and Figure 12 shows execution time breakdowns com-

prising three categories: core active cycles, memory stall cycles, and synchronization stall cycles. We ob-

serve three different performance-impact scenarios in the results. The first arises for benchmarks with high

L1 miss rates and substantial sensitivity to L2 access stalls. OceanContig, OceanNonContig, and Radix all

have high L1 Misses Per KiloInstruction (MPKI) as shown in Table 2 and also spend a substantial fraction of

execution time on memory stalls as shown in Figure 12. The Swizzle-Switch-based topologies substantially

accelerate these workloads, due to the improved average L2 access latency.

The second class of workloads, including Raytrace and FMM, spend a large fraction of time in synchro-

nization stalls. These particular benchmarks have locks that are sensitive to miss latency. As average miss

latency improves, synchronization time is also reduced, yielding significant speedups. When synchroniza-

tion stalls arise due to load imbalance, as in LuNonContig, there is no significant speedup since improving

memory latency does not resolve the load imbalance.

The last scenario arises for benchmarks with a low L1 MPKI, for example, WaterSpatial. Such bench-

marks are insensitive to L2 latency as their working sets fit in L1, and thus, achieve only minimal perfor-

mance gains (2%) from the faster interconnects.

In Figure 13 we show the miss latency distribution for the Radix benchmark (other benchmarks have

similar miss latency distributions). Within this distribution, accesses with latencies from 10-80 cycles are

17

Overall Performance 

Quality-of-Service 
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Results—Power 
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compared to a flattened butterfly 

Which results in an average reduction in total system energy 
to complete the task of 11% 
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Summary 
 Swizzle Switch Prototype (45nm) 

  64x64 Crossbar with 128-bit busses 
  Embedded LRG priority arbitration 
  Achieved 4.4 Tbps @ ~600MHz consuming only 1.3W of power 

 Swizzle Switch Network Evaluation 
 Improved performance by 21% 
 Reduced power by 28% 
 Reduced latency variability by 3x 
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Additional Detailed Slides 
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Arbitration Mechanism (Matrix View) 

X0 X1 X2 X3 X4 Priority 
R0 X 1 0 0 0 1 
R1 0 X 0 0 0 0 
R2 1 1 X 0 0 2 
R3 1 1 1 X 1 4 
R4 1 1 1 0 X 3 

R
eq

ue
st

s 
(R

) 

Inhibits (X) 
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Least Recently Granted (LRG) 

X0 X1 X2 X3 X4 Priority 
In0 X 1 0 0 0 1 
In1 0 X 0 0 0 0 
In2 1 1 X 0 0 2 
In3 1 1 1 X 1 4 
In4 1 1 1 0 X 3 Reset 

Se
t 

X0 X1 X2 X3 X4 Priority 
In0 X 1 0 0 1 2 
In1 0 X 0 0 1 1 
In2 1 1 X 0 1 3 
In3 1 1 1 X 1 4 
In4 0 0 0 0 X 0 
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Round Robin Arbitration 

RESET 

SET 
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Round Robin Arbitration 
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QoS Arbitration 

QoS 
Arbitration 

LRG 
Arbitration 
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Timing Diagram 
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Crosspoint Circuit 

Priority-line 

Ack 
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Regenerative Bit-line Repeater 

Regeneration and Decoupling 
improves speed 

Bit-line Repeaters 

16×16 Macro 

SSN 
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Simulated bit-line delay improvement 

Technology : 45nm 
Supply : 1.1V 
Temperature : 25°C 
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SSN Scaling: Simulation 

Regenerative repeaters improve SSN scalability 

Technology : 45nm 
Supply : 1.1V 
Temperature : 25°C 

256 bit Bus 

128 bit Bus 

wo Repeater 

with Repeater 

with Repeater 
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Swizzle Switch Network-on-Chip 

1 1 

1 

University of Michigan 1 

Coherence Matrix 

L1 L2 

L1 

Shared Data 
Data Forwarding 

Requests 
Writebacks 

L2 

Responses 
Invalidations 

S
ou

rc
e 

Destination 

!"#$%&&

!"#$%&$!'#
()*+'*"',
-./0012$
-./345
67+889

!"#$%&$!"-
()*()*"',
-./0012
-./345
"6"889

!'#$%&$!"#
+'*()*"',

-./0012$-./345
67+889

!"$:;*

'(%)*%+,%

'(%)!%-./%

'(%)*%-./

'(%)!%+,
'0%)!%+,

'0%)*%+,
'0%)*%-./
'0%)!%-./

0'%)!%+,
0'%)*%-./

01%)*%-./

01%2!%+,

0'%)*%+,
0'%)!%-./

01%)!%-./

01%)*%3,

10%)*%-./

10%)!%+,

1(%)!%+,

10%)!%-./

10%)*%+,

1(%)*%+,

1(%)!%-./

1(%)*%-./

$ # 4 $ # $ $ 4

#$$4$#4$

$

#

4

#

$

$

4

$

(1
%)*
%3,

(1
%)!
%-.

/

('
%)!
%-.

/

('
%)*
%+,

(1
%)!
%+,

(1
%)*
%-.

/

('
%)*
%-.

/

('
%)!
%+,

!"#$%&
&

$

#
4

$

#

$

$
4

(a) (b)

Figure 10: (a) Classification of communication messages required for coherence (b) Floor-plan and wiring diagram for combining three
Swizzle-Switches into a 64×64×128bit crossbar. The wires are labeled by the quadrant to which they connect. Each wire in the diagram
represents either 3, 5, or 8 busses, where each bus is 128-bits. The overall area of the Crossbar is 6.65mm2(∼ 4% of the 64 tile system).

into account cross-coupling capacitance of neighboring wires and metal layers. For interconnect wires, we

consider four options that trade off area for speed. We can use a 4X or 2X metal layer with either single

or double spacing. Repeater insertion is adjusted so that repeaters are placed in the gaps between cores.

The repeater placement was considered for all topologies to accurately estimate timing. The resulting wire

delays ranged from 55-350ps/mm depending on repeater placement, wire spacing, and metal layer.

4.2 Swizzle Switch Network

The Swizzle-Switch Network (SSN) combines novel circuit and architectural insights to challenge the

conventional scaling limitations of crossbars. Crossbar-based systems are desirable in many-core chips

because they can ease the burden of managing highly variable memory access latencies. Thus, an SSN-

based system can take advantage of new crossbar technology to provide uniform memory access at the

many-core level.

Figure 9(a) shows one possible configuration of a SSN system. The SSN connects 64 cores, each with

their own private L1 instruction and data caches, to 32 banks of L2 cache. The L2 cache banks are then

connected to DRAM. Figure 9(b) shows one potential layout of such a system. Each tile comprises an ARM

Cortex A5 and 32kB L1 I/D caches. The L2 cache is banked in 32 tiles of 512kB each and placed around

the perimeter of the cores. Memory controllers are placed in the periphery and are directly connected to the
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Figure 9: High-level architecture diagram (a) of a 64-core system built with a Swizzle-Switch based crossbar. Floor-plan (b) of our system
and estimated dimensions. Octants are colored to aid the reader in seeing how wires leave the crossbar. The total chip area is 204mm2,
each core/L1 tile consumes 0.74mm2, the L2 tiles consume 4.5mm2 and the Swizzle-Switch consumes 6.65mm2.

architecture—systems that were previously thought to be impractical [29,36]. As a baseline for comparison,

we describe a conventional Mesh network. Finally, we describe how the high-radix Swizzle-Switches can be

used to improve a Flattened Butterfly interconnect.

4.1 Common Components

For all three designs, we target an industrial 32nm process. We estimate core size, speed, and power

based on published characteristics of an ARM Cortex-A5 [4] in 32nm. The 32nm A5 achieves a frequency

of 1.5GHz and occupies 0.18mm2. We estimate cache area, latencies, and power using Artisan SRAM

compiler estimates and SPICE simulations. We select total cache size to target a 200mm2 chip in 32nm

technology. The design uses eight interleaved memory controllers. Each L2 address range is assigned to the

nearest memory controller in order to minimize interconnect congestion.

Our target 32nm process provides a 13-layer metallization stack. In this metallization stack there are

five 1X, three 2X, two 4X, two 8X, and one 16X metal layers. The 1X metal layers and one of the 2X metal

layers are reserved for local routing (within the core/cache). The 8X and 16X metal layers are reserved for

power and clock routing. That leaves two 2X and two 4X layers for global routing. The interconnect for

the NoC and Swizzle-Switch Network uses only parts of one 2X and parts of one 4X layer. Wire delays

were determined using wire models from the design kit using SPICE analysis including repeaters, taking
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Figure 10: (a) Classification of communication messages required for coherence (b) Floor-plan and wiring diagram for combining three
Swizzle-Switches into a 64×64×128bit crossbar. The wires are labeled by the quadrant to which they connect. Each wire in the diagram
represents either 3, 5, or 8 busses, where each bus is 128-bits. The overall area of the Crossbar is 6.65mm2(∼ 4% of the 64 tile system).

into account cross-coupling capacitance of neighboring wires and metal layers. For interconnect wires, we

consider four options that trade off area for speed. We can use a 4X or 2X metal layer with either single

or double spacing. Repeater insertion is adjusted so that repeaters are placed in the gaps between cores.

The repeater placement was considered for all topologies to accurately estimate timing. The resulting wire

delays ranged from 55-350ps/mm depending on repeater placement, wire spacing, and metal layer.

4.2 Swizzle Switch Network

The Swizzle-Switch Network (SSN) combines novel circuit and architectural insights to challenge the

conventional scaling limitations of crossbars. Crossbar-based systems are desirable in many-core chips

because they can ease the burden of managing highly variable memory access latencies. Thus, an SSN-

based system can take advantage of new crossbar technology to provide uniform memory access at the

many-core level.

Figure 9(a) shows one possible configuration of a SSN system. The SSN connects 64 cores, each with

their own private L1 instruction and data caches, to 32 banks of L2 cache. The L2 cache banks are then

connected to DRAM. Figure 9(b) shows one potential layout of such a system. Each tile comprises an ARM

Cortex A5 and 32kB L1 I/D caches. The L2 cache is banked in 32 tiles of 512kB each and placed around

the perimeter of the cores. Memory controllers are placed in the periphery and are directly connected to the
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