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Accurate Crosstalk Noise Modeling for Early
Signal Integrity Analysis
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Abstract—In this paper, we propose an accurate and fast method to
estimate the crosstalk noise in the presence of multiple aggressor nets for
use in physical design automation tools. Since noise estimation is often part
of the inner loop of optimization algorithms, very efficient closed-form
solutions are needed. Previous approaches model aggressor nets one at a
time, assuming that the coupling capacitance to all quiet aggressor nets
are grounded. They also model the load from interconnect branches as a
lumped capacitor, the value of which is the sum of interconnect and load
capacitances of the branch. Finally, previous works typically use simple
lumped 2–4-node circuit templates and employ a so-called dominant pole
approximation to solve the template circuit. While these approximations
allow for very fast analysis, they may result in significant underestimation
of the noise. In this paper, we propose a new and more comprehensive
fast noise estimation method. We propose a novel reduction technique
for modeling quiet aggressor nets based on the concept of coupling point
admittance. We also propose a reduction method to replace tree branches
with effective capacitors which models the effect of resistive shielding.
Furthermore, we model the simplified single aggressor net crosstalk
noise problem using a 6-node template circuit and propose a new double
pole approach to solve the template circuit. We have tested the proposed
method on noise-prone interconnects from an industrial high-performance
processor. Our results show a worst case error of 7.8% and an average
error of 2.7%, while allowing for very fast analysis.

Index Terms—Crosstalk noise, digital CMOS circuits, interconnect, noise
estimation, signal integrity.
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Fig. 1. Circuit templates for crosstalk noise estimation. (a) 2-node symmetric template [14]. (b) 4-node symmetric template [15]. (c) 3-node nonsymmetric
template [16]. (d) 6-node symmetric template (this work).

I. INTRODUCTION

Crosstalk noise between signal wires has become a major source of
failures in modern high-performance very large scale integrated (VLSI)
systems [1]–[7]. This is especially the case in deep submicron cir-
cuit designs due to the aggressive interconnect scaling in the lateral
dimensions with relatively unchanged vertical dimensions. The cou-
pling capacitance among adjacent wires can be significantly larger than
wire ground capacitance. In such strongly coupled systems, the state
of a wire strongly depends on the states of its neighboring wires. The
switching of a first net, referred to as the aggressor net, may affect the
state of a second nearby net, referred to as the victim net.

The coupling among adjacent wires has made it necessary to ana-
lyze a victim net together with all its coupled aggressor nets. How-
ever, efficient and accurate analysis of the coupling noise is difficult
since: 1) the number of coupling nets is typically large, ranging from
tens to hundreds of nets and 2) the aggressor and victim nets may have
a large number of branches. Due to the size of the coupled intercon-
nect, it is impractical to use SPICE simulation methods for large VLSI
chips and a number of approaches have been proposed in the literature
to improve the efficiency of crosstalk noise analysis. These crosstalk
noise modeling approaches can be loosely classified into two cate-
gories based on their tradeoff between accuracy and efficiency. The first
class of methods aims to achieve maximum modeling accuracy while
gaining substantial speedup over standard SPICE simulation. A number
of methods use linear model order reduction techniques [8]–[10] to re-
duce the original large but sparse matrix to a much smaller and denser
matrix which is then used as a macromodel for crosstalk simulation.
These approaches, such as PRIMA [10], can achieve orders of magni-
tude speedup over SPICE simulation while achieving very high accu-
racy. These methods are useful for post-layout verification where high
accuracy is a key requirement and they enable the analysis of large in-
dustrial designs in a matter of hours [11]–[13].

However, in deep submicron VLSI chip designs, there is often the
need to assess and avoid crosstalk noise in the early stages of the chip
design flow. Therefore, the second class of crosstalk noise modeling
methods aims to further improve the efficiency of noise analysis, such
that they can be used in the inner loop of physical design automation
tools. These methods [14]–[16] reduce the interconnect topology into
a very simple template circuit with a known and fixed topology. The
simple template circuit is then analytically modeled. Four different
template circuits are shown in Fig. 1. The simplicity of those second
class methods leads to an analysis efficiency that is another several or-
ders of magnitude faster than model order reduction-based methods.
The approaches proposed in this paper address this second class of
crosstalk noise modeling methods.

Since the number of aggressor nets to a victim net is potentially
large, it is very difficult to properly align the switching times in order
to generate the worst case noise [17], [18]. A common approach uses
the superposition law to estimate crosstalk noises. In this approach, the
complete, coupled network is simulated once for each aggressor driver,
while all other aggressor drivers are held quiet. To compute the worst

case crosstalk noise of anN -aggressor system, it is, therefore, neces-
sary to calculate the crosstalk noise of anN + 1-net systemN times.
When the number of aggressors is large, theN + 1-net system can
be very large, and all previous approaches have, therefore, assumed
that either explicitly or implicitly, that coupling capacitances from the
victim net to nonswitching orquietaggressor nets are grounded during
superposition. This reduces the network fromN + 1 nets to only two
nets; hence, the maximum crosstalk noise can be calculated in linear
time with respect to the number of aggressorsN . However, during su-
perposition, the quiet aggressor nets follow the victim net waveform to
a certain extent and their effective load capacitance is always less than
the coupling capacitance value. Note that crosstalk noise decreases as
the total victim load capacitance increases. By using grounded coupling
capacitance, these methods have, therefore, improved the efficiency of
the analysis while potentially underestimating the crosstalk noise.

Similarly, the techniques used in the literature for fast crosstalk noise
estimation [14]–[16] do not consider the effect of resistive shielding
of long interconnects. They typically lump the total wire and load ca-
pacitances of a branch at the branching point to simplify the circuit.
However, the effect of resistive shielding is becoming more promi-
nent as the process technology scales down due to increasing intercon-
nect resistances. The resistive shielding effect reduces the capacitance
that the circuit observes at the branching point. Again, this approxima-
tion will result in an underestimation of crosstalk noise. Finally, pre-
vious methods use a 2–4-node template circuit which is solved using
a so-calleddominant poleapproximation. We will show that the in-
ability of the template circuit to model the waveform characteristic of
the switching aggressor and the dominant pole approximation further
compromise the accuracy of the existing fast noise analysis methods.

In this paper, we present an efficient crosstalk noise estimation
framework which maintains the efficiency of past approaches, but
significantly improves on their accuracy. We propose a novel quiet
aggressor net and tree branch reduction technique which models quiet
aggressor nets and tree branches with effective load capacitances.
Formulas are derived to calculate the values of these effective capaci-
tances using coupling-point and branching-point admittance together
with approximate waveforms at the coupling and branching points.
In order to better model the waveform characteristic of the switching
aggressor net, we use a 6-node template circuit, which significantly
enhances the accuracy of the noise estimation. To solve this more
complex template circuit, we propose a new double pole method and
confirm its accuracy compared with SPICE simulation. We have ap-
plied the proposed methodology on industrial nets that were obtained
from a high-performance microprocessor in 0.15-�m technology. The
results demonstrate that the proposed methods significantly enhance
the accuracy of the noise estimation and eliminate the tendency of
prior methods to underestimate the noise level. At the same time, the
proposed method maintains the efficiency of previous methods and is
linear in runtime with respect to the total number of elements in the
circuit.

The rest of the paper is organized as follows. Section II explains the
overall framework of the proposed noise estimation methodology. In
Section III, we introduce quiet aggressor net reduction and tree branch
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Fig. 2. Flowchart of the proposed crosstalk noise estimation methodology.

Fig. 3. Proposed six-node template circuit for single aggressor net crosstalk
noise model.

reduction techniques based on point admittance matching. The reduced
circuit is then analyzed in Section IV, where we proposed the double
pole model for efficient yet accurate noise calculation. And in Sec-
tion V, we present results of proposed methodology on industrial cir-
cuits.

II. M ETHODOLOGY

The basic idea of the proposed method is first to reduce a large
crosstalk network into a simple template circuit. The template circuit
is then solved analytically. The flowchart of the reduction scheme is il-
lustrated in Fig. 2. First, we apply the tree reduction operation on each
aggressor net. Second, we apply quiet aggressor net reduction opera-
tion on each of theN�1 nonswitching aggressors. Third, the branches
in the victim net are reduced in a similar manner as those aggressor net
branches. At the end of this step, we obtain a simple circuit with only
two main wires each corresponding to the victim net and the active ag-
gressor net. Finally, resistance and capacitance values of the reduced
template circuit, shown in Fig. 3 are extracted.

The template circuit for crosstalk noise modeling shown in Fig. 3
is an extension to the 2-� model proposed in [16], where the victim
net is modeled using the 2-� (3-node) circuit while the aggressor net
is simplified as a saturated ramp input at node 1 in Fig. 3. In this
paper, we model both victim net and aggressor net as 2-� circuits so
that the location of the capacitive coupling can be correctly modeled
and overall modeling accuracy is much improved. We have proposed a
simple yet accurate double pole model to solve the crosstalk noise esti-
mation problem in the reduced template circuit. Note that this template
circuit, however, is only suitable for short to medium interconnects be-
cause it uses only one lumped coupling capacitor. More complex tem-
plate circuits with larger numbers of coupling capacitors should be em-
ployed for very long wires. Nevertheless, we will show in Section V
that the proposed simple 6-node template circuit works quite well for
interconnects up to 3 mm in a 0.15-�m process technology. Further-
more, the reduction methods proposed in this paper are generic for any
tree-type circuit topology.

It is quite straightforward to calculate the circuit parameters of the
proposed model. Taking the victim net as an example, node 2 is the
center of the coupling region, which divides the entire victim wire
into two segments.RV L andRV R are the lumped resistances of the
left and the right segments, respectively.CV L is half the wire capac-
itance of the left segmentCleft plus the driver output diffusion ca-
pacitance.CV R is the sum of the load capacitance and half the value
of the wire capacitance of the right segmentCright. Finally,CVM is
(Cleft + Cright)=2, which is half the total wire capacitance. The ag-
gressor net can be treated the same way.

Finally, as an example, we illustrate the steps involved during the
reduction for an simple circuit in Fig. 4. In this example, we want to
evaluate the effect ofAgg1on receiverr1 of the victim. In the first step,
two branches ofAgg1are reduced to effective capacitors. SinceAgg2
has only one fanout, no branch reduction is required. In the second
step, we reduce the quiet aggressor, i.e.,Agg2to an effective capacitor
C3. In the third step, we perform victim net tree reduction where the
branch goes downward is reduced. Finally, the resistance and capac-
itance values of the reduced circuit can be extracted from the circuit
shown in Fig. 4(d).

III. REDUCTION TECHNIQUES

Each reduction technique described in this section consists of two
phases in sequence. In the first phase, a quiet aggressor net or tree
branch is modeled using simple reduced circuits by matching the lower
order Taylor series expansion coefficients of the admittanceY (s) at the
coupling point or branching point of the circuit. In the second phase,
an effective capacitance is derived to replace those reduced circuits to
further improve the efficiency.

A. Overview of Point Admittance

Let Y (s) denote the point admittance of a general circuit. We have
the following equation based on the Taylor series expansion theorem

Y (s) =

1

n=0

yns
n (1)

whereyn is thenth expansion coefficient. For many circuit applica-
tions, it is found that the terms up tos3 are adequate to characterize the
transient response of a linear circuit

Y (s) = y0 + y1s+ y2s
2 + y3s

3 +O(s4): (2)

Note that the first termy0 is zero when there is no dc conducting path
from the observing point to the ground.

The coupling-point admittanceor branching-point admittanceis
computed starting from the leaf nodes of aRC tree then going back to
the coupling or branching point. This is similar to the approaches used
in solving the driving-point admittance problem for gate delay calcu-
lation [19]. Three basic rules are used in the algorithm to calculate the
lower order coefficients. Those rules are presented in (3)–(5) and are
illustrated in Fig. 5. Proofs of those rules are straightforward.

Rule 1: Serial resistance

y�0 =py0

y�1 =p
2y1

y�2 =p
2y2 � p3ry21

y�3 =p
2y3 � 2p3ry1y2 + p4r2y31 (3)

where the parameterp is defined asp = 1=(1 + ry0).
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Fig. 4. Example using the tree reduction and quiet aggressor net reduction techniques.

Fig. 5. Rules for calculating point admittance expansion coefficients.

Rule 2: Serial capacitance

y�0 =0

y�1 =c

y�2 =
�c2

y0

y�3 =
c2(y1 + c)

y2
0

: (4)

Rule 3: Branch join

y�0 =y1;0 + y2;0

y�1 =y1;1 + y2;1

y�2 =y1;2 + y2;2

y�3 =y1;3 + y2;3 (5)

whereyi;0, yi;1, yi;2, andyi;3 are the first four Taylor series ex-
pansion coefficients of theith branch (i = 1, 2), respectively. Note
thatRule 3can be applied multiple times when there are more than
two joining branches.

The first four terms of the admittance are always exact when these
three rules are applied because no higher thany3 terms appears at the
right-hand side of (3)–(5). The time complexity to reduce a subtree
using this reduction technique is linear with respect to the number of
RCelements in the netlist.

B. Quiet Aggressor Net Reduction

Each aggressor net is first modeled using a 2-� circuit. In this sub-
section, we describe a novel technique that reduces the quiet aggressor
net to an efficient capacitance. Consider the 2-� model of a quiet ag-
gressor net shown in Fig. 6(a). We first reduce the aggressor net to a
single resistorR�

A and a single capacitorC�

A as shown in Fig. 6(b)
by matching the first two Taylor series expansion coefficientsy0 and
y1 of the aggressor net at nodeA. Since onlyy0 andy1 appear at the
right-hand side of (4), we do not need higher order terms at nodeA to

Fig. 6. Quiet aggressor net reduction for crosstalk estimation. (a) Equivalent
circuit for the quiet aggressor net. (b) Reduced circuit by matching first two
Taylor expansion terms. (c) Effective capacitance for the aggressor.

calculate accurate terms up toy�3 at nodeV. By applying bothRule 1
andRule 3, the admittance at nodeA is obtained as

YA(s) =
1

RA +RAL

+
R2

A

(RA +RAL)2
CAL + CAM + CAR s+O(s2): (6)

Therefore, the devices in the simplified circuit shown in Fig. 6(b) have
the following values

R�

A =RA +RAL (7)

C�

A =
R2

A

(RA +RAL)2
CAL + CAM + CAR: (8)

Next, we derive the formula to estimate the effective coupling ca-
pacitanceCe� of a quiet aggressor net, based on the simplified circuit
shown in Fig. 6(b). To give some intuition, we first study the upper and
lower bounds ofCe� . When the effective resistanceR�

A of the quiet ag-
gressor net approaches zero, we can consider nodeAas being grounded.
Therefore, the effective coupling capacitance is the actual coupling ca-
pacitanceCmax

e� = CX . On the other hand, asR�

A approaches in-
finity, nodeA floats and the coupling pointV is connected to the ground
through two series capacitorsCX andC�

A. Therefore, the effective cou-
pling capacitance approachesCmin

e� = C�

ACX=(C
�

A + CX). For a re-
alisticR�

A value, theCe� is somewhere between these two bounds.
We find the value of the effective capacitance by matching the cur-

rent drawn by the circuit in Fig. 6(b) with that taken by the effective
capacitor which is grounded at the other end. The current drawn from
nodeV to nodeA through the coupling capacitorCX reads

I = CX
dVV (t)

dt
�

dVA(t)

dt
: (9)
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Therefore, our task is to find a constantCe� such that

Ce�
dVV (t)

dt
' CX

dVV (t)

dt
�

dVA(t)

dt
: (10)

The effective capacitance value during the entire input rising period can
be estimated by integrating both sides of (10). Since the initial value
for both victim and aggressor nets are zero, we obtain the following
approximate equation

Ce�VV (tr) = CX VV (tr)� VA(tr) : (11)

Assume the voltage waveform of the victim net is a normalized ramp
inputVV (t) = t=tr, 0 � t � tr . At time tr , we haveVV (tr) = 1 for
the ramp input, therefore, (11) is simplified to

Ce� = CX 1� VA(tr) : (12)

Under the ramp input approximation, Kirchoff’s current equation at the
aggressor nodeA is

(C�

A + CX)
dVA(t)

dt
+

VA(t)

R�

A

=
CX
tr

(13)

during the rising period of the signal. Solving the differential equation
with the initial condition thatVA(0) = 0, we obtain the following
equation

VA(t) =
R�

ACX
tr

1� e�t=(R (C +C )) : (14)

Inserting (14) att = tr into the right-hand side of (12), we obtain the
following formula for the effective capacitance

Ce� = 1�
R�ACX
tr

1� e�t =(R (C +C )) CX : (15)

It can be easily verified that the effective coupling capacitanceCe�

obtained approachesCX whenR�A ! 0 and thatCe� approaches
C�

ACX=(C
�

A + CX) asR�A ! 1. Experiments on a large number
of random circuits have shown that using the proposed effective ca-
pacitance results in less than 5% error in most cases while using either
Cmax
e� orCmin

e� as the effective capacitance may have over 20% error.

C. Tree Branch Reduction

In general, a net has a tree structure instead of being a simple
wire. Previous works use a simple method for tree branch reduction,
where the total capacitances including wire capacitances and load
capacitances of a branch are lumped at the branching point. However,
with scaling of VLSI technology, the effect of interconnect resistive
shielding can no longer be neglected. When interconnect resistance of
a branch is considered, the actual capacitance seen at the branching
point is always less than the total capacitance of the branch. Therefore,
using total capacitance will result in an underestimation of the
crosstalk noise. In this section, we derive a formula to find the value
of the effective branching capacitance.

The problem we have here is very similar to the driving point ad-
mittance problem for gate delay calculation. However, the trees we
consider here are actually branches that are connected to the “main”
wires of the aggressor nets or the victim net. We model those branches
employing similar approaches as those used in [19] and [20]. First, a
generalRC tree structure is reduced to a simple�-model as shown in
Fig. 7(b) by matching the first three moments of the tree. The resulting
model is then further reduced to an effective capacitance, shown in
Fig. 7(c), for a given signal switching slope at the nodeP.

The difference between the proposed method and the techniques for
effective driving point capacitance lies in the interfacing of the�-type

Fig. 7. Tree reduction for crosstalk estimation. (a) GeneralRC tree branch.
(b) Reduced-order -model for the tree. (c) Tree effective capacitance.

circuit with external waveforms. For delay calculation, the effective
capacitance tries to match the average capacitance for the period from
start to the time when the voltage reaches 50% of the supply voltage.
For crosstalk noise estimation, however, we try to match the average
capacitance of the branch during the entire signal switching period.

Since there is no direct dc path to the ground in circuit branches, we
always havey0 = 0. Once the first three momentsy1, y2, andy3 of
a generalRC tree are obtained by repeatedly applyingRule 1, we can
construct a reduced�-type circuit which matches those three moments.
The values of the capacitors and the resistor in the figure are calculated
as

C1 = y1 �
y22
y3

C2 =
y22
y3

R = �
y23
y32

: (16)

Note that for aRC tree,y2 is always a negative value. Therefore, the
resistanceR is positive. Similarly,C1 andC2 are always positive for
realistic circuits and the sum ofC1 andC2 is the total capacitance of
theRC tree.

The �-type circuit derived is still not simple enough for our pur-
pose because each branch on the two “main” wires will add one addi-
tional node (nodeQ) to the final reduced circuit and the number of such
branches can potentially be very large. So the next step is to find an ef-
fective capacitance for a given input waveform at nodeP such that this
single effective capacitor can approximate the load condition of the�
circuit.

Similar to the approach used in the previous subsection, we try to
find a constantCe� such that

Ce�
dVA(t)

dt
' C1

dVA(t)

dt
+ C2

dVB(t)

dt
(17)

which yields the following approximated equation after integrating
from 0 to tr

Ce�VA(tr) = C1VA(tr) + C2VB(tr): (18)

Referring to Fig. 7(b), the nodal equation at nodeQ is written as

C2
dVB(t)

dt
=

VA(t)� VB(t)

R
: (19)

Assuming a normalized saturated ramp input at the victim node with a
rise time oftr , (19) can be rewritten as

RC2
dVB(t)

dt
+ VB(t) =

t

tr
(20)

which can be easily solved

VB(t) =
t

tr
�

RC2

tr
(1� e�t=RC ): (21)
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The effective capacitance can be derived by combining (18) and (21)
noting thatVA(tr) = 1 under the ramp input assumption

Ce� = C1 + 1�
RC2

tr
(1� e�t =RC ) C2: (22)

IV. TEMPLATE CIRCUIT ANALYSIS

Using tree reduction and quiet aggressor net reduction techniques
described in previous sections, the crosstalk noise estimation problem
is transformed to a much simpler one of solving the 6-node reduced cir-
cuit as shown in Fig. 3. In this section, we derive the analytical expres-
sion to calculate the crosstalk noise waveform of the reduced circuit.

For template circuits with fixed topology, we can always find all
poles and their respective residues. Exact waveform, therefore, can be
derived based on those pole/residue pairs. This approach, however, re-
quires to solve a sixth order equation with respect tos in order to obtain
the six poles. This has to be done numerically, hence, will have negative
impact on the efficiency of the entire crosstalk estimation algorithm.
Furthermore, this approach does not give a clear physical picture on
the waveform of the noise glitch, nor does it offer a simple way to cal-
culate the maximum noise height and the noise width. For example, to
calculate the maximum crosstalk noise voltage, we have to solve the
equationdVout(t)=dt = 0, which is a transcendental equation, there-
fore, has to be solved numerically.

The desire to have simple analytical expressions for the noise voltage
waveform and the maximum noise voltage has led to models based on
the dominant pole approximation, which have been demonstrated to be
fairly accurate for certain template circuits [15], [16]. However, for our
template circuit shown in Fig. 3, which is more complex than the tem-
plate circuits used in previous works, the dominant pole approximation
is no longer a good approximation: 1) it predicts the noise voltage peaks
at timetr , which is incorrect; 2) the derivative of the noise voltage ex-
pression is not continuous at timetr ; and 3) the calculated maximum
noise voltage is not very accurate.

It is the goal of this work to derive a simple yet efficient formula
that overcomes the shortcomings of the aforementioned problems. It
is clear that the single pole approximation is not adequate for the pro-
posed 6-node template circuit. We will, therefore, use a double pole
approximation approach where the first pole mainly models the victim
net and the second pole models the aggressor net.

First, we estimate the voltage waveform at the coupling node on
the active aggressor net by temporarily treating the victim net as a
“quiet aggressor net” and reducing it to an effective capacitance. The
resulting circuit has only three nodes, therefore, can be relatively accu-
rately modeled using one pole. The Elmore delay from the input to the
coupling node at the aggressor net is estimated as

tA;0 = RACAL + (RA +RAL)(CAM + CX + CAR): (23)

The approximate rise time at the aggressor coupling node is

tr;0 = tr +
tA;0

(1� e�1)
: (24)

The effective capacitances for the victim net and for the right segment
of the aggressor net can be calculated as follows based on (15) and
(22), as well as the approximate rise time of the coupling point on the
aggressor net.

Cv
e� = 1�

tX
tr;0

(1� e�t =t ) CX (25)

Cr
e� = 1�

RARCAR

tr;0
(1�e�t =R C ) CAR: (26)

A more accurate approximated time constant corresponding to the
dominant pole at the aggressor net is calculated, therefore, as

tA = CALRA + (CAM + Cv
e� + Cr

e� )(RA +RAL): (27)

And the aggressor time-domain voltage waveform is obtained as

VA(t) =

t
t
�

t
t

1� e�t=t ; t � tr

1� t
t

1� e�t =t e�(t�t )=t ; t > tr
: (28)

Now, instead of using a simple ramp function at node 1 as the aggressor
net waveform, we use the more accurate form as shown in (28). The
s-domain aggressor waveform can be derived using Laplace transfor-
mation of (28)

VA(s) =
1

s2tr
+

tA
tr

1

s+ 1
t

�
1

s
1� e�st : (29)

Similarly, we use dominant pole approximation on the victim net and
the following equation is obtained

Vout(s) =
tXs

tV s+ 1
VA(s) (30)

where

tX =CX(RV +RV L) (31)

tV =CV LRV + (CVM + CX)(RV +RV L)

+ CV R(RV +RV L +RV R): (32)

Time-domain noise voltage output is an inverse Laplace transform of
the above equation, which can be divided into the following two regions

1) Region I (0 � t � tr)

V I
out(t) =

tX
tr

1 + �e�t=t � �e�t=t (33)

2) Region II (t > tr)

V II
out(t) =

tX
tr

� e�t=t � e�(t�t )=t

�� e�t=t � e�(t�t )=t (34)

where� = tA=(tV � tA) and� = tV =(tV � tA).
It can be easily observed that the noise voltage increases mono-

tonically in Region I and it increases, then decreases in Region II.
Therefore, the maximum noise voltage always occurs in Region II. By
solving the equationdV II

out(t)=dt = 0, we obtain the time noise voltage
reaches the peak

tpeak = tr +
tV tA

tV � tA
ln

1� e�t =t

1� e�t =t
: (35)

We compare the noise waveforms generated by the dominant pole
and the double pole models with that obtained using SPICE simula-
tion of the 6-node template circuit in Fig. 8. The following circuit pa-
rameters are assumed. The driving resistances of the aggressor and the
victim are 500 and 1000
, respectively; the wire resistances are 100

each; the ground capacitances are 50 fF each and the coupling capaci-
tance is 150 fF. The rising slope of the input signal is 200 ps. Clearly, the
waveform obtained using the double pole approximation is more accu-
rate than that obtained by the dominant pole approximation. First, the
noise peak time is very close to the correct value. Second, the deriva-
tive of the voltage waveform is continuous throughout the entire range,
which is important for many optimization methods. Third, the noise
voltage matches the simulated result very well over the entire range.

Peak noise voltage is a metric to determine whether the noise on a
signal wire exceeds the static noise margin of the receivers. However,
the duration of the noise should also be considered to measure the effect
of the noise on the receiver output. In the literature, this is accomplished
by using the noise width metric. In the presence of multiple aggressor
nets, however, the noise width of the glitches generated by each single
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Fig. 8. Comparison of noise waveforms in template circuit modeling.

aggressor cannot be simply combined as we can do with the peak noise
voltage. Therefore, in this paper, we use another metric, noise area, in
addition to noise height for dynamic noise analysis. Similar to noise
height, noise area produced by each aggressor can be simply added to
derive the total noise area generated when all aggressors are switching
simultaneously. In practice, a simple noise waveform shape (for ex-
ample, a rectangular or triangular waveform), is usually adopted. In
such case, the total noise area can be easily translated back to the noise
width metric, if necessary.

The area under the noise voltage waveform can be calculated by inte-
grating the noise voltage equations, which turns out to be a very simple
equation

Area= CX(RV +RV L): (36)

Note that the above expression is normalized to the supply voltage
VDD. The noise area equation holds for both dominant pole and double
pole-based formulas.

We have tested the proposed formulas using 5000 randomly gen-
erated circuits having the 6-node template circuit topology. In those
test circuits, the parameter ranges are as follows. The driver resistances
are 20–2000
; the wire resistances are 10–300
; the ground capac-
itances are 20–200 fF; the coupling capacitance is 30–300 fF; and the
input signal slope is 20–500 ps. Results are shown in Table I, where
the comparison is between the dominant pole method for the 6-node
circuit and the double pole method for the 6-node circuit. In terms of
peak noise voltage, the dominant pole model has an average error of
8.3% and only 66.8% of the test circuits have errors within 10% of the
SPICE result. The double pole model has significantly improved accu-
racy with an average error of only 2.3% and the 3� error is 8%. The
noise area formula is always exact.

V. EXPERIMENTS

We have applied the proposed method to industrial circuits to further
verify its correctness. The set of circuits available to us is 30 noise-
prone nets, having tree structures with distributedRC elements from
a high-performance processor designed in a 0.15-�m process tech-
nology. In those nets, the drivers of the circuits were replaced by linear
resistors using the technique described in [12]. Logic correlations and
overlapping of timing windows were also considered.

Some information of the circuits and comparison of the model re-
sults with SPICE simulation results on noise area as well as noise am-
plitude are shown in Table II. The second column shows the number of
total aggressor nets and number of switching aggressor nets. The third
column is the total number ofRCelements in a given circuit. The av-

TABLE I
MODEL ERRORS IN PEAK NOISE VOLTAGE BASED

ON 5000 RANDOM CIRCUITS

erage number of all the nets is 128. The lengths of the victim nets in
millimeters are shown in the fourth column, and vary from less than 1
mm up to about 3 mm, with an average victim net length of 2.1 mm.

Noise area calculated using the proposed model is compared with
those obtained using SPICE simulation in Table II. According to (36),
the noise area is a function of only three variables:CX ,RV , andRV L,
none of which is affected by the reduction techniques described in pre-
vious sections. Therefore, both the proposed approach and the simple
approach which does not use effective capacitances, generate the same
results in terms of noise area. Also, in agreement with the fact that (36)
is exact, we observe the model errors are very small with an average
value of 1.3%.

In Table II, we also compare the peak noise voltage values of the
simple approach and the proposed approach with SPICE simulation
results. The simple approach also adopts the 6-node template as well
as the double pole model. However, the quiet aggressor nets are
grounded during superposition and the resistive shielding effect in
the tree branches is not considered. The proposed approach has an
average peak noise error of 2.7% and the maximum error is 7.8%. The
majority of the circuits (23 out of 30) have an error of less than 5%.
In comparison, the simple method has an average error of 11.7% and
a maximum error of 21.3%. It underestimates the crosstalk noises by
more than 10% in 21 out of 30 circuits.

The proposed crosstalk noise estimation method is also very effi-
cient. Each aggressor net is first reduced to a 2-� circuit and the re-
duced 2-� circuits for the aggressor nets are then reused each time
when we apply the superposition method to calculate the total noise
at the victim net. Therefore, the total time complexity of the proposed
method is linear with respect to the number of elements in the noise
circuit cluster and it is the best possible complexity to obtain the com-
bined noise caused by all the aggressor nets. The CPU time for the 30
industrial circuits ranges from 0.03 to 0.15 ms on a 933-MHz PC run-
ning Linux. It may be noted that the set of circuits available to us is
extracted for post-layout verification purpose. Much coarser intercon-
nect segmentation can be used for our purpose of fast crosstalk noise
estimation. In such scenario, the runtime of the proposed methodology
can be greatly reduced.

VI. CONCLUSION

We have proposed an efficient crosstalk noise estimation framework
that maintains the efficiency of prior works and has much improved ac-
curacy. Novel reduction techniques were proposed for quiet aggressor
net reduction, which models the effect that the quiet aggressor nets are
affected by the victim waveform, and for tree branch reduction, which
considers the effect of resistive shielding of branch interconnects. A
double pole-based formula is derived for analytical model of the re-
duced 6-node template circuit. Experimental results on industrial cir-
cuits is promising.

The proposed crosstalk noise estimation methodology is very effi-
cient and, therefore, is suitable as a noise estimation engine for various
physical design tools such that coupling noise, together with circuit
area, speed, power consumption, and others, can be used as a metric
for design optimization.
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TABLE II
CIRCUIT INFORMATION AND EXPERIMENTAL RESULTS ON30 INDUSTRIAL CASES
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