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Fig. 1. Circuit templates for crosstalk noise estimation. (a) 2-node symmetric template [14]. (b) 4-node symmetric template [15]. (c) 3-nodeetransym
template [16]. (d) 6-node symmetric template (this work).

|. INTRODUCTION case crosstalk noise of afi-aggressor system, it is, therefore, neces-
sary to calculate the crosstalk noise of/Ent 1-net systemV times.

W(;wfen the number of aggressors is large, ¥et 1-net system can

Crosstalk noise between signal wires has become a major sourc :
. . . . very large, and all previous approaches have, therefore, assumed
failures in modern high-performance very large scale integrated (VL . . N . .

at either explicitly or implicitly, that coupling capacitances from the

systems [1}-{7]. This is especially the case in deep submicron C\'/ri'cfim net to nonswitching oquietaggressor nets are grounded during

cuit designs due to the aggressive interconnect scaling in the Iatesrlfliperposition. This reduces the network frém+ 1 nets to only two

dimensions with relatively unchanged vertical dimensions. The cou-. - ; . S
nets; hence, the maximum crosstalk noise can be calculated in linear

pling capacitance among adjacent wires can be significantly larger tr}?ne with respect to the number of aggressbirsHowever, during su-

wire g_round capacitance. In such strongly (_:oupk_ad Sys.tems’. the StRalcl,;]?position, the quiet aggressor nets follow the victim net waveform to
of a wire strongly depends on the states of its neighboring wires. The

switching of a first net. referred to as the agaressor net. may affect ;?P]certain extent and their effective load capacitance is always less than
9 ! 99 or net, may E & coupling capacitance value. Note that crosstalk noise decreases as
state of a second nearby net, referred to as the victim net.

. ) : i the total victim load capacitance increases. By using grounded coupling
The coupling among adjacent wires has made it necessary 10 80gsacitance, these methods have, therefore, improved the efficiency of

lyze a victim net together with all its coupled aggressor nets. Howse analysis while potentially underestimating the crosstalk noise.
ever, efficient and accurate analysis of the coupling noise is difficult gimijarly, the techniques used in the literature for fast crosstalk noise
since: 1) the number of coupling nets is typically large, ranging froRstimation [14]-[16] do not consider the effect of resistive shielding
tens to hundreds of nets and 2) the aggressor and victim nets may r}9}\'16ng interconnects. They typically lump the total wire and load ca-
a large number of branches. Due to the size of the coupled intercoiitances of a branch at the branching point to simplify the circuit.
ne_ct, it is impractical to use SPICE simulation methods fqr Iarge_VL owever, the effect of resistive shielding is becoming more promi-
chips and a number of approaches have been proposed in the litergfidig 45 the process technology scales down due to increasing intercon-
to improve the efficiency of crosstalk noise analysis. These crosstalkc; resistances. The resistive shielding effect reduces the capacitance
noise modeling approaches can be loosely classified into two Ccajgat the circuit observes at the branching point. Again, this approxima-
gories based on their tradeoff between accuracy and efficiency. The fifsh, \yiil result in an underestimation of crosstalk noise. Finally, pre-
class of methods aims to achieve maximum modeling accuracy whig,s methods use a 2-4-node template circuit which is solved using
gaining substantl_al speedup overstandarc_i SPICE §|mulat|on. Anumbel,_calleddominant poleapproximation. We will show that the in-
of methods use linear model order reduction techniques [8]-[10] to igsjjity of the template circuit to model the waveform characteristic of
duce the original large but sparse matrix to @ much smaller and denggy q\itching aggressor and the dominant pole approximation further
matrix which is then used as a macromodel for crosstalk simulatiqympromise the accuracy of the existing fast noise analysis methods.
These approaches, such as PRIMA [10], can achieve orders of magniy, this paper, we present an efficient crosstalk noise estimation
tude speedup over SPICE simulation while achieving very high acqsmework which maintains the efficiency of past approaches, but
racy. Thes_e methods are useful for post-layout verification_ where hig@nificantly improves on their accuracy. We propose a novel quiet
accuracy is a key requirement and they enable the analysis of largedfgressor net and tree branch reduction technique which models quiet
dustrial designs in a matter of hours [11]-{13]. aggressor nets and tree branches with effective load capacitances.
However, in deep submicron VLSI chip designs, there is often tyrmulas are derived to calculate the values of these effective capaci-
need to assess and avoid crosstalk noise in the early stages of the gftiges using coupling-point and branching-point admittance together
design flow. Therefore, the second class of crosstalk noise modelipgh approximate waveforms at the coupling and branching points.
methods aims to further improve the efficiency of noise analysis, sughorder to better model the waveform characteristic of the switching
that they can be used in the inner loop of physical design automatigfigressor net, we use a 6-node template circuit, which significantly
tools. These methods [14]-[16] reduce the interconnect topology irdehances the accuracy of the noise estimation. To solve this more
a very simple template circuit with a known and fixed topology. Theomplex template circuit, we propose a new double pole method and
simple template circuit is then analytically modeled. Four differerdonfirm its accuracy compared with SPICE simulation. We have ap-
template circuits are shown in Fig. 1. The simplicity of those seconflied the proposed methodology on industrial nets that were obtained
class methods leads to an analysis efficiency that is another severak@im a high-performance microprocessor in 0;4%-technology. The
ders of magnitude faster than model order reduction-based methadsults demonstrate that the proposed methods significantly enhance
The approaches proposed in this paper address this second clagaedfccuracy of the noise estimation and eliminate the tendency of
crosstalk noise modeling methods. prior methods to underestimate the noise level. At the same time, the
Since the number of aggressor nets to a victim net is potentiaffyoposed method maintains the efficiency of previous methods and is
large, it is very difficult to properly align the switching times in ordedinear in runtime with respect to the total number of elements in the
to generate the worst case noise [17], [18]. A common approach usesuit.
the superposition law to estimate crosstalk noises. In this approach, th&he rest of the paper is organized as follows. Section Il explains the
complete, coupled network is simulated once for each aggressor driveerall framework of the proposed noise estimation methodology. In
while all other aggressor drivers are held quiet. To compute the woBction Ill, we introduce quiet aggressor net reduction and tree branch
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It is quite straightforward to calculate the circuit parameters of the
proposed model. Taking the victim net as an example, node 2 is the
center of the coupling region, which divides the entire victim wire
into two segmentsRy 1. and Ry r are the lumped resistances of the
left and the right segments, respectively.;, is half the wire capac-
itance of the left segmernt.s, plus the driver output diffusion ca-
pacitance(y r is the sum of the load capacitance and half the value
of the wire capacitance of the right segmént,n:. Finally, Cvar is
(Ciete + Chignt)/2, which is half the total wire capacitance. The ag-
gressor net can be treated the same way.

Finally, as an example, we illustrate the steps involved during the
reduction for an simple circuit in Fig. 4. In this example, we want to

evaluate the effect dkgglon receiverl of the victim. In the first step,

two branches oAgglare reduced to effective capacitors. Sidgg?2

Fig. 2. Flowchart of the proposed crosstalk noise estimation methodology.has only one fanout, no branch reduction is required. In the second
step, we reduce the quiet aggressor, Agg2to an effective capacitor

in Ra Rar 1 Eﬁ* Cs. In the third step, we perform victim net tree reduction where the
L CaL Camt 41 Car branch goes downward is reduced. Finally, the resistance and capac-

$ g itance values of the reduced circuit can be extracted from the circuit
shown in Fig. 4(d).

Ill. REDUCTION TECHNIQUES

g Cx
Rv R
. CvL Cvm Cvr
<|; E $ $ Each reduction technique described in this section consists of two

phases in sequence. In the first phase, a quiet aggressor net or tree

Fig. 3. Proposed six-node template circuit for single aggressor net crosstafianch is modeled using simple reduced circuits by matching the lower

noise model. order Taylor series expansion coefficients of the admittafnes at the
coupling point or branching point of the circuit. In the second phase,

reduction techniques based on point admittance matching. The redugedffective capacitance is derived to replace those reduced circuits to

circuit is then analyzed in Section 1V, where we proposed the doulflgther improve the efficiency.

pole model for efficient yet accurate noise calculation. And in Sec-

tion V, we present results of proposed methodology on industrial ci= Overview of Point Admittance

cuits. Let Y'(s) denote the point admittance of a general circuit. We have

the following equation based on the Taylor series expansion theorem
Il. METHODOLOGY

The basic idea of the proposed method is first to reduce a large
crosstalk network into a simple template circuit. The template circuit
is then solved analytically. The flowchart of the reduction scheme is il-
lustrated in Fig. 2. First, we apply the tree reduction operation on eagherey, is thenth expansion coefficient. For many circuit applica-
aggressor net. Second, we apply quiet aggressor net reduction opéeas, itis found that the terms up 40 are adequate to characterize the
tion on each of théV — 1 nonswitching aggressors. Third, the brancheiansient response of a linear circuit
in the victim net are reduced in a similar manner as those aggressor net
branches. At the end of this step, we obtain a simple circuit with only
two main wires each corresponding to the victim net and the active ag-
gressor net. Finally, resistance and capacitance values of the redusete that the first terng, is zero when there is no dc conducting path
template circuit, shown in Fig. 3 are extracted. from the observing point to the ground.

The template circuit for crosstalk noise modeling shown in Fig. 3 The coupling-point admittancer branching-point admittancés
is an extension to the 2-model proposed in [16], where the victim computed starting from the leaf nodes dR&tree then going back to
net is modeled using the 2{3-node) circuit while the aggressor netthe coupling or branching point. This is similar to the approaches used
is simplified as a saturated ramp input at node 1 in Fig. 3. In thig solving the driving-point admittance problem for gate delay calcu-
paper, we model both victim net and aggressor net ascReuits so  lation [19]. Three basic rules are used in the algorithm to calculate the
that the location of the capacitive coupling can be correctly modeléver order coefficients. Those rules are presented in (3)—(5) and are
and overall modeling accuracy is much improved. We have proposetiéstrated in Fig. 5. Proofs of those rules are straightforward.
simple yet accurate double pole model to solve the crosstalk noise esti- Rule 1: Serial resistance
mation problem in the reduced template circuit. Note that this template

Y(s) = Z Yns" 1)

n=0

Y(s)=yo+y15+ y2s® + yss + 0(54). (2)

circuit, however, is only suitable for short to medium interconnects be- Yo =pYo
cause it uses only one lumped coupling capacitor. More complex tem- . 9
plate circuits with larger numbers of coupling capacitors should be em- Y1 =p %

ployed for very long wires. Nevertheless, we will show in Section V
that the proposed simple 6-node template circuit works quite well for
interconnects up to 3 mm in a 0.}8n process technology. Further- yr =pZys — 2p°ry1ye + ptriys ()
more, the reduction methods proposed in this paper are generic for any
tree-type circuit topology.

* 2 3.9
Y2 =P Y2 — P T™h

where the parameteris defined ap = 1/(1 + ryo).
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- /T ™ ( N ™
]Aggl i q_él lAggl iI C2 i “ $
: Victim 1 Victim N Cr|Agel T©
Agg2 > C¢ Victim rl
C3
& r2 (a)j \ r2 (bD \ r2 (C)/ \ (d)J
Fig. 4. Example using the tree reduction and quiet aggressor net reduction techniques.
Y Y*(s N I
Rule I: é;f) é wg ) : Ra RaL Rar (a) }
| — I
I CaL A{‘L Cam Car |
v v L3 <
Y(s) ¢ Y*(s) R I !
Rule2: = | } = 1%
__________________ o ——————
Yi(s) : * (b): [ (C):
ny g : f— i
Rule 3 yy(s) = i Ch I ﬂ
e : Cx % : Cerr
L

Fig. 5. Rules for calculating point admittance expansion coefficients.

Fig. 6. Quiet aggressor net reduction for crosstalk estimation. (a) Equivalent
circuit for the quiet aggressor net. (b) Reduced circuit by matching first two
Taylor expansion terms. (c) Effective capacitance for the aggressor.

Rule 2: Serial capacitance

yo =0
y1 =c :
' _2 calculate accurate terms up¢$ at nodeV. By applying bothRule 1
s zy— andRule 3 the admittance at nodeis obtained as
Yo
. _Clypto) 1
g = 4 4(8) = ——4m8M——
Ys Ijé ( ) A(g) RA ¥ RAL
R >
Rule 3: Branch join + <mﬁu +Cam + CAR> s+ 0(s”). (6)
Yo =Yro Y20 Therefore, the devices in the simplified circuit shown in Fig. 6(b) have
¥ =y11+ Y2 the following values
ys =yY1,2 + Y22 .
¥s =Y13+ Y23 (5) Ry =Ry +bfiAL @)
) , Ch :%AQCAL + Camt + Car. (8)
wherey; o, y: 1, ¥i,2, andy; s are the first four Taylor series ex- (Ra+ Rar)

pansion coefficients of thith branch { = 1, 2), respectively. Note

thatRule 3can be applied multiple imes when there are more than NEXt, we derive the formula to estimate the effective coupling ca-
two joining branches. pacitance. of a quiet aggressor net, based on the simplified circuit

The first four terms of the admittance are always exact when theisg?eown in Fig. 6(b). To give some |ntq|t|on, we first study the upper and
three rules are applied because no higher thaterms appears at the ower bounds ot . When the effective res_lstanféjl of_the quietag-
right-hand side of (3)—(5). The time complexity to reduce a subtr%ﬁessornet approaches Zefo, wecan co_n&der@add—nelng groundc_ed.
using this reduction technique is linear with respect to the number e.refore, Tieﬁecu\'e coupling capacitance is t*he actual coupl.lng ca
RCelements in the netlist. pa_cltanceC;ﬁ = Cx.0On the_other_ ha_md, aR’ approaches in-
finity, nodeA floats and the coupling poiMis connected to the ground
through two series capacitafsc andC’ . Therefore, the effective cou-
pling capacitance approach€§:™ = C,Cx /(C" + Cx ). For a re-
Each aggressor net is first modeled usinga @rcuit. In this sub-  alistic R, value, theC.q is somewhere between these two bounds.
section, we describe a novel technique that reduces the quiet aggress@ye find the value of the effective capacitance by matching the cur-
net to an efficient capacitance. Consider the &odel of a quiet ag- rent drawn by the circuit in Fig. 6(b) with that taken by the effective
gressor net shown in Fig. 6(a). We first reduce the aggressor net tgapacitor which is grounded at the other end. The current drawn from
single resistor?’; and a single capacitaf’y as shown in Fig. 6(b) nodeV to nodeA through the coupling capacit6ix reads
by matching the first two Taylor series expansion coefficigntsind
y1 of the aggressor net at node Since onlyy, andy; appear at the dVv (t)  dVa(t)
right-hand side of (4), we do not need higher order terms at Adde I'=Cx < dt  dt > )

B. Quiet Aggressor Net Reduction

9)
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Therefore, our task is to find a constdity such that | A (a)!
|
dVy(t) _ . (dV(t) _ dVa(t) <+ T .
Con g~ = < dt a ) (10) o : S
The effective capacitance value during the entire input rising period can i é i
be estimated by integrating both sides of (10). Since the initial value = s--—--———-—-———o
for both victim and aggressor nets are zero, we obtain the following [
approximate equation Y C T !
| P ko™ p (C)i
Cett Vv(tr) =Cx (VV (t,‘) —Va (tr) ) 11 } C1 C: E : Ceff }
! I L ! < i
I

Assume the voltage waveform of the victim net is a normalized ramp | !

inputVv (¢) = t/t,, 0 < t < t,.. Attimet,, we haveVy (¢,.) = 1 for

the ramp input, therefore, (11) is simplified to Fig. 7. Tree reduction for crosstalk estimation. (a) GenB@ltree branch.
(b) Reduced-orderr-model for the tree. (c) Tree effective capacitance.

Car = Cx (1= Va(t). (12)
] o ) ) circuit with external waveforms. For delay calculation, the effective

Under the ramp input approximation, Kirchoff's current equation at thehacitance tries to match the average capacitance for the period from
aggressor noda is start to the time when the voltage reaches 50% of the supply voltage.

. dVa(t) | Va(t) _ Cx For crpsstalk noise estimatioq, however,. we try to mfatch the average

(Ci+Cx) ot 7 L (13) capacitance of the branch during the entire signal switching period.
A ' Since there is no direct dc path to the ground in circuit branches, we

during the rising period of the signal. Solving the differential equatiogiways havey, = 0. Once the first three momenis, y., andy; of
with the initial condition thati’4(0) = 0, we obtain the following a generaRCtree are obtained by repeatedly applyRgle 1, we can

equation construct a reducesktype circuit which matches those three moments.
R*C'v ‘ : The values of the capacitors and the resistor in the figure are calculated
Va(t) = ;—‘\ (1 _ 6*1/(HZ(UZ+CX)))' (14) as
2 2 2
Inserting (14) at = ¢, into the right-hand side of (12), we obtain the Ci=y — Y2 Cy = Y2 R= _y_g_ (16)
following formula for the effective capacitance Ys Ys Yz

Note that for aRCtree,y- is always a negative value. Therefore, the
) Cx. (15) resistanceR is positive. Similarly,C', andC} are always positive for
realistic circuits and the sum @f; andC is the total capacitance of
It can be easily verified that the effective coupling capacitafige the RCtree.
obtained approacheSx when R’ — 0 and thatC.s approaches The =n-type circuit derived is still not simple enough for our pur-
ACx /(ChL + Cx) asR) — oo. Experiments on a large numberpose because each branch on the two “main” wires will add one addi-
of random circuits have shown that using the proposed effective ¢anal node (nod®) to the final reduced circuit and the number of such
pacitance results in less than 5% error in most cases while using eitheanches can potentially be very large. So the next step is to find an ef-
max or C™t as the effective capacitance may have over 20% errofective capacitance for a given input waveform at nBdeich that this

single effective capacitor can approximate the load condition ofrthe
C. Tree Branch Reduction circuit.

In general, a net has a tree structure instead of being a simpléSimilar to the approach used in the previous subsection, we try to
wire. Previous works use a simple method for tree branch reductiditd a constants such that
where the total capacitances including wire capacitances and load dVa(t)
capacitances of a branch are lumped at the branching point. However, Cet — ~
with scaling of VLSI technology, the effect of interconnect resistive
shielding can no longer be neglected. When interconnect resistancé/Bfch yields the following approximated equation after integrating
a branch is considered, the actual capacitance seen at the brancﬂﬁfﬁ 0 tot,
point is always less than the total capacitance of the branch. Therefore,
using total capacitance will result in an underestimation of the
crosstalk noise. In this section, we derive a formula to find the val
of the effective branching capacitance.

The problem we have here is very similar to the driving point ad-
mittance problem for gate delay calculation. However, the trees we T R
consider here are actually branches that are connected to the “majn” . . . - .

- L ssuming a normalized saturated ramp input at the victim node with a
wires of the aggressor nets or the victim net. We model those branches . :

- e - . _rise time oft,., (19) can be rewritten as
employing similar approaches as those used in [19] and [20]. First, a
generalRCtree structure is reduced to a simplenodel as shown in dVi(t) A t
Fig. 7(b) by matching the first three moments of the tree. The resulting RC» dt +Vs(t) = t, (20)
model is then further reduced to an effective capacitance, shown in )
Fig. 7(c), for a given signal switching slope at the n&tle which can be easily solved

The difference between the proposed method and the techniques for i _t  RCy t/RCo

effective driving point capacitance lies in the interfacing of #hype Ve(t) = . T(l - ). (21)

Co = (1 _ RiCx (1 _ e_L,,/(R;(c;+cX)))

b

dVa(t) AV (t)
SO T

17

CetVa(t,) = CiVa(t,) + C2Va(t,). (18)
LIk‘f'eferring to Fig. 7(b), the nodal equation at n@@les written as

. dVe(t) _ Va(t) — VB(f,).

(19)
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The effective capacitance can be derived by combining (18) and (Z{)more accurate approximated time constant corresponding to the

noting thatVa (¢,.) = 1 under the ramp input assumption dominant pole at the aggressor net is calculated, therefore, as
P S RC, (1= /1) ¢ 22) ta=CarRa+ (Canr + Clyp + Cér)(Ra + Rar). (27)
ot ! t, i * And the aggressor time-domain voltage waveform is obtained as
Eop(i-e) <t
Vaty=4¢ " " . (28)
IV. TEMPLATE CIRCUIT ANALYSIS 1-ta (1 _ c—n/n«%—(t—n)/mﬂ .

Using tree reduction and quiet aggressor net reduction techniqygsyy, instead of using a simple ramp function at node 1 as the aggressor
described in previous sections, the crosstalk noise estimation problgg waveform, we use the more accurate form as shown in (28). The

is transformed to @ much simpler one of solving the 6-node reduced Girgomain aggressor waveform can be derived using Laplace transfor-
cuit as shown in Fig. 3. In this section, we derive the analytical expresation of (28)

sion to calculate the crosstalk noise waveform of the reduced circuit.
For template circuits with fixed topology, we can always find all Vals) = 1 + ta 1 1 (1 _ 675tr) (29)
. . . .2 '
poles and their respective residues. Exact waveform, therefore, can be s%t, 2%

s+ f1— s
FA
derived based on those pole/residue pairs. This approach, howevergfgiijarly, we use dominant pole approximation on the victim net and
quires to solve a sixth order equation with respestitoorder to obtain o following equation is obtained
the six poles. This has to be done numerically, hence, will have negative

. - . ) . ! , txs
impact on the efficiency of the entire crosstalk estimation algorithm. Vout(s) = s 1VA(5) (30)
Furthermore, this approach does not give a clear physical picture on v
the waveform of the noise glitch, nor does it offer a simple way to cafinere
culate the maximum noise height and the noise width. For example, to tx =Cx(Rv + Rv1) (31)
calculate the maximum crosstalk noise voltage, we have to solve the ty =CviRv + (Cvar + Cx)(Ry + Ry 1)
equationdV,.: (1) /dt = 0, which is a transcendental equation, there- )

q (2)/¢ g + Cvr(Rv + Rvr, + Rvr). (32)

fore, has to be solved numerically.
The desire to have simple analytical expressions for the noise voltagme-domain noise voltage output is an inverse Laplace transform of
waveform and the maximum noise voltage has led to models basedi@above equation, which can be divided into the following two regions
the dominant pole approximation, which have been demonstrated to be) Region | (0 < ¢ < ¢,.)
fairly accurate for certain template circuits [15], [16]. However, for our ty
ircui in Fi ichi - VI ) = 2 (14 ae /14 — ge /v (33)
template circuit shown in Fig. 3, which is more complex than the tem out g /
plate circuits used in previous works, the dominant pole approximation 2 :
; S . . . ) Region Il ¢ > t,)
is nolonger a good approximation: 1) it predicts the noise voltage peaks o
at timet,., which is incorrect; 2) the derivative of the noise voltage exv,'/, (+) = — (ae (c“/“ - c_("_”)/”/‘)
pression is not continuous at timg and 3) the calculated maximum tr
. . _3 —t/ty _ —(t—ty)/ty 34
noise voltage is not very accurate. Ble e (34)
It is the goal of this work tq derive a simple yet gfflClent formula wherea = t4/(ty — ta) ands =t /(ty — ta).
that overcomes the shortcomings of the aforementioned problems. I} : . .
. . S t can be easily observed that the noise voltage increases mono-
is clear that the single pole approximation is not adequate for the P[9

osed 6-node template circuit. We will. therefore. use a double OIPhically in Region | and it increases, then decreases in Region II.
P P ) ’ ' P ﬁerefore, the maximum noise voltage always occurs in Region Il. By

approximation approach where the first pole mainly models the V'Ct'gg)lving the equatiodV/ () /d — 0, we obtain the time noise voltage
net and the second pole models the aggressor net.
. . . reaches the peak
First, we estimate the voltage waveform at the coupling node on
the active aggressor net by temporarily treating the victim net as a ok =+ tvia In <1 — e tr/ta ) (35)
“quiet aggressor net” and reducing it to an effective capacitance. The perk 1—etr/ty
resulting circuit has only three nodes, therefore, can be relatively accuye compare the noise waveforms generated by the dominant pole
rately modeled using one pole. The EImore delay from the input to t@d the double pole models with that obtained using SPICE simula-
coupling node at the aggressor net is estimated as tion of the 6-node template circuit in Fig. 8. The following circuit pa-
rameters are assumed. The driving resistances of the aggressor and the
tao=RaCar + (Ra+ RBar)(Canm +Cx +Car).  (23)  yijctim are 500 and 1000, respectively; the wire resistances are D0
each; the ground capacitances are 50 fF each and the coupling capaci-
tance is 150 fF. The rising slope of the input signal is 200 ps. Clearly, the
tao waveform obtained using the double pole approximation is more accu-
tro =t + (1_76_1) (24)  rate than that obtained by the dominant pole approximation. First, the
noise peak time is very close to the correct value. Second, the deriva-
The effective capacitances for the victim net and for the right segméive of the voltage waveform is continuous throughout the entire range,
of the aggressor net can be calculated as follows based on (15) adnich is important for many optimization methods. Third, the noise
(22), as well as the approximate rise time of the coupling point on theltage matches the simulated result very well over the entire range.

ty —ta

The approximate rise time at the aggressor coupling node is

aggressor net. Peak noise voltage is a metric to determine whether the noise on a
signal wire exceeds the static noise margin of the receivers. However,
" tx _ i i i
CYy = (1 _IX (1—e tro/ty )) Cy (25) the duratllon ofthe noise should also be cqn3|dered tq measure thg effect
7,0 of the noise on the receiver output. In the literature, this is accomplished

by using the noise width metric. In the presence of multiple aggressor
nets, however, the noise width of the glitches generated by each single

_ RarCar

Cly = (1 : (1_6—%0/5%”0”)) Car. (26)
r,0



IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 22, NO. 5, MAY 2003 633

03— 1 " ' i TABLE |
Region I '\ Region II MODEL ERRORS IN PEAK NOISE VOLTAGE BASED
N ON 5000 R\NDOM CIRCUITS
S Method Dominant pole | Double pole
E); Average error 8.3% 2.3%
= Cases < 5% error 37.3% 92.6%
S Cases < 10% error 66.8% 99.9%
2 3¢ error 26% 8%
N
<=
£
o
Z

erage number of all the nets is 128. The lengths of the victim nets in

millimeters are shown in the fourth column, and vary from less than 1

mm up to about 3 mm, with an average victim net length of 2.1 mm.

: ) ) . ) Noise area calculated using the proposed model is compared with

0 0.2 0.4 06 0.8 1.0 1.2 those obtained using SPICE simulation in Table Il. According to (36),
Time (ns) the noise area is a function of only three variabi&s:, Ry, andRy 1.,

none of which is affected by the reduction techniques described in pre-

vious sections. Therefore, both the proposed approach and the simple

approach which does not use effective capacitances, generate the same

aggressor cannot be simply combined as we can do with the peak NPELUIts in terms of noise area. Also, in agreement with the fact that (36)

voltage. Therefore, in this paper, we use another metric, noise areggifly 5.t we observe the model errors are very small with an average
addition to noise height for dynamic noise analysis. Similar to NOISA e of 1.3%

height, noise area produced by each aggressor can be simply added f? Table Il, we also compare the peak noise voltage values of the

d_erive the total noise area gener_ated whgn all aggressors are switctgi%le approach and the proposed approach with SPICE simulation
simultaneously. In practlcg, a simple noise Wayeform shape (for &&sults. The simple approach also adopts the 6-node template as well
ample, a rectangular or triangular wavefqrm), is usually adopted.ég the double pole model. However, the quiet aggressor nets are
SL_lch case,_thc_e total noise area can be easily translated back to the rlﬂ'éﬁnded during superposition and the resistive shielding effect in
width metric, if necessary. _the tree branches is not considered. The proposed approach has an
The area under the noise voltage waveform can be calculated by infga, e peak noise error of 2.7% and the maximum error is 7.8%. The
grating the noise voltage equations, which turns outto be a very simplq ity of the circuits (23 out of 30) have an error of less than 5%.

equation In comparison, the simple method has an average error of 11.7% and
Area= C'x(Ry + Rv.). 36) @ maximum error of 21.3%. It underestimates the crosstalk noises by
more than 10% in 21 out of 30 circuits.
Note that the above expression is normalized to the supply voltageThe proposed crosstalk noise estimation method is also very effi-
Vnn. The noise area equation holds for both dominant pole and dousient. Each aggressor net is first reduced toa @rcuit and the re-
pole-based formulas. duced 2# circuits for the aggressor nets are then reused each time
We have tested the proposed formulas using 5000 randomly g&fen we apply the superposition method to calculate the total noise
erated circuits having the 6-node template circuit topology. In thogéthe victim net. Therefore, the total time complexity of the proposed
test circuits, the parameter ranges are as follows. The driver resistarib@ghod is linear with respect to the number of elements in the noise
are 20—-200@; the wire resistances are 10-300the ground capac- Circuit cluster and it is the best possible complexity to obtain the com-
itances are 20-200 fF; the coupling capacitance is 30-300 fF; and @ieed noise caused by all the aggressor nets. The CPU time for the 30
input signal slope is 20-500 ps. Results are shown in Table I, whépgustrial circuits ranges from 0.03 to 0.15 ms on a 933-MHz PC run-
the comparison is between the dominant pole method for the 6-ndtigg Linux. It may be noted that the set of circuits available to us is
circuit and the double pole method for the 6-node circuit. In terms €ktracted for post-layout verification purpose. Much coarser intercon-
peak noise voltage, the dominant pole model has an average errof@gt segmentation can be used for our purpose of fast crosstalk noise
8.3% and only 66.8% of the test circuits have errors within 10% of tt&stimation. In such scenario, the runtime of the proposed methodology
SPICE result. The double pole model has significantly improved accegn be greatly reduced.
racy with an average error of only 2.3% and the&tor is 8%. The
noise area formula is always exact. VI. CONCLUSION

Fig. 8. Comparison of noise waveforms in template circuit modeling.

We have proposed an efficient crosstalk noise estimation framework
that maintains the efficiency of prior works and has much improved ac-

We have applied the proposed method to industrial circuits to furtheuracy. Novel reduction techniques were proposed for quiet aggressor
verify its correctness. The set of circuits available to us is 30 noiseet reduction, which models the effect that the quiet aggressor nets are
prone nets, having tree structures with distribuReelements from affected by the victim waveform, and for tree branch reduction, which
a high-performance processor designed in a @dbprocess tech- considers the effect of resistive shielding of branch interconnects. A
nology. In those nets, the drivers of the circuits were replaced by linadouble pole-based formula is derived for analytical model of the re-
resistors using the technique described in [12]. Logic correlations adidced 6-node template circuit. Experimental results on industrial cir-
overlapping of timing windows were also considered. cuits is promising.

Some information of the circuits and comparison of the model re- The proposed crosstalk noise estimation methodology is very effi-
sults with SPICE simulation results on noise area as well as noise atient and, therefore, is suitable as a noise estimation engine for various
plitude are shown in Table Il. The second column shows the numbemfysical design tools such that coupling noise, together with circuit
total aggressor nets and number of switching aggressor nets. The thireh, speed, power consumption, and others, can be used as a metric
column is the total number &®C elements in a given circuit. The av- for design optimization.

V. EXPERIMENTS
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TABLE I
CIRCUIT INFORMATION AND EXPERIMENTAL RESULTS ON30 INDUSTRIAL CASES
Circuit NA/NS | #RC | Length Noise area (ns - V) Noise peak (V)
(mm) | SPICE | Model (err%) | SPICE [ Simple  (err%) | Model  (err%)
1 2/2 97 1.49 0.535 | 0.541 (1.3) | 0.839 0.772 (8.0) | 0.900 (7.4)
2 9/9 215 2.80 0.610 | 0.596 2.2) | 0.793 0.672 (15.3) | 0.782 (1.4)
3 4/4 132 2.62 0.634 | 0.644 (1.7) | 0.790 0.670 (15.3) | 0.812 2.7
4 5/5 128 2.80 0.535 | 0.522 (2.6) | 0.786 0.650 (17.3) | 0.796 (1.3)
5 9/9 167 2.79 0.599 | 0.600 0.2) | 0.765 0.659 (13.9) | 0.765 (0.0)
6 9/9 201 2.61 0.518 | 0.520 0.3) | 0772 0.658 (14.7) | 0.731 (5.4)
7 4/4 112 1.47 0.396 | 0.393 0.7) | 0.764 0.704 (7.9 | 0.772 (1.0)
8 716 144 0.71 0.706 | 0.706 0.0) | 0.716 0.727 (1.7) | 0.761 (6.3)
9 715 121 2.07 1.223 1.220 0.2) | 0.713 0.675 (5.2) | 0.727 2.1)
10 2/2 88 2.82 0.483 | 0.477 (1.2) | 0.710 0.559 (21.3) | 0.654 (7.8)
11 7117 174 2.70 0.449 | 0.459 2.4 | 0.704 0.589 (16.3) | 0.717 (1.8)
12 3/3 116 1.69 0.409 | 0.404 (1.3) | 0.695 0.609 (12.4) | 0.682 (1.9)
13 3/3 117 1.69 0.407 | 0.404 0.7) | 0.693 0.609 (12.0) | 0.682 (1.5)
14 10/10 191 2.58 0.388 | 0.397 2.1) | 0.682 0.576 (15.5) | 0.658 3.5)
15 3/3 106 1.47 0.324 | 0.329 (1.5) | 0.686 0.632 (7.9) | 0.702 2.3)
16 2/2 106 1.71 0.410 | 0.409 ©0.4) [ 0.690 0.612 (11.3) | 0.683 (1.1)
17 714 171 2.82 8.965 8.969 (0.0) | 0.686 0.634 (7.6) | 0.693 (1.0)
18 3/3 112 1.68 0.402 | 0.407 (1.1) | 0.688 0.615 (10.6) | 0.687 (0.1)
19 2/2 94 1.49 0.272 | 0.269 (1.2) | 0.685 0.597 (12.9) | 0.684 (0.2)
20 3/3 118 1.70 0.407 | 0.406 (0.1) | 0.685 0.606 (11.5) | 0.676 (1.3)
21 2/2 98 1.65 0.392 | 0.397 (1.1) | 0.684 0.610 (10.9) | 0.682 (0.4)
22 717 181 2.73 0.647 | 0.651 (0.6) | 0.663 0.559 (15.7) | 0.658 0.7)
23 5/3 136 2.72 8.870 | 8.860 (0.1) | 0.662 0.600 9.4) | 0714 (1.7)
24 2/2 95 1.48 0.246 | 0.250 (1.5) | 0.656 0.577 (12.0) | 0.657 0.2)
25 3/3 116 1.70 0.404 | 0.401 0.7) | 0.656 0.581 (114) | 0.640  (2.5)
26 5/5 114 2.41 0.337 | 0.352 4.3) | 0.632 0.580 8.2) | 0.616 2.5)
27 10/9 247 2.75 0.380 | 0.385 (1.2) | 0.632 0.548 (13.3) | 0.585 (7.4)
28 5/5 138 2.71 0.389 | 0.406 4.5) | 0.626 0.562 (10.2) | 0.625 0.1)
29 2/2 95 1.47 0.275 | 0.282 2.5) | 0.626 0.561 (10.4) | 0.639 (2.0)
30 9/9 187 2.12 0226 | 0.224 1.0) | 0.622 0.561 9.8) | 0.585 (5.9)
Average 50/47 128 2.1 1.3% 11.7% 2.7%
Maximum 21.3% 7.8%
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