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Abstract—In this paper, a voltage-scaled SRAM for both
error-free and error-tolerant applications is presented that
dynamically manages the energy/quality trade-off based on ap-
plication need. Two variation-resilient techniques, write assist
and Error Correcting Code, are selectively applied to bit posi-
tions having larger impact on the overall quality, while jointly
performing voltage scaling to improve overall energy efficiency.
The impact of process variations, voltage and temperature on the
energy-quality tradeoff is investigated. A 28 nm CMOS 32 kb
SRAM shows 35% energy savings at iso-quality and operates at
a supply 220 mV below a baseline voltage-scaled SRAM, at the
cost of 1.5% area penalty. The impact of the SRAM quality at the
system level is evaluated by adopting a H.264 video decoder as
case study.
Index Terms—Error-tolerant, error-free, energy-quality

tradeoff, ultra-low power processing, near-threshold, SRAM,
approximate computing, resiliency.

I. INTRODUCTION

V OLTAGE scaling is widely adopted to improve energy ef-
ficiency, thanks to the quadratic dependence of the dy-

namic energy dissipation [1], [2]. At the system level, the min-
imum voltage that ensures correct operation is typically
limited by the SRAM that is embedded in the system. Indeed,
as is scaled down, resiliency issues concerning write/read
margin degradation of the memory bitcells become severe due
to the stronger impact of process variations [3]–[6].
In the last few years, error-tolerant design paradigms have

been proposed [7]–[11], in which errors in the data computation
or storage due to operation at are actually accept-
able, as long as they are within bounds and hence maintain ad-
equate quality of the output signal. Such occasional errors can
be tolerated in applications that involve computation that is sta-
tistical in nature (i.e., occasional errors are irrelevant), involve
human perception (which is imperfect in nature) or physical sig-
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nals (which are affected by noise inherently). Some examples of
such error-tolerant applications are multimedia processing, “big
data” processing (e.g., data analytics), web search, computer vi-
sion, machine learning, sensor fusion, augmented reality. Most
of these applications have already become predominant with the
advent of cloud/mobile computing [7], [8]. For example, in mul-
timedia video processing, the video stream quality can be toler-
able even if some pixels are corrupted due to SRAM operation
below [12]–[15]. In the rest of the paper, image/video pro-
cessing applications will be targeted for simplicity, although the
ideas can be immediately extended to general error-tolerant ap-
plications.
In this paper, a highly flexible SRAM with dynamically ad-

justable energy-quality tradeoff is introduced for use in both
error-free and error-tolerant applications [15]. The fundamental
concept is to spend additional energy (e.g., assist) to improve
the robustness of few MSBs and hence have a graceful quality
degradation at low voltages. This requires the insertion of se-
lective techniques that alter the energy-quality tradeoff at the
bit level. As a result, for a given quality target, can be
scaled more aggressively than traditional voltage scaling to re-
duce the overall energy, thus enabling larger energy saving. The
proposed approach permits to use standard 6T bitcells designed
for nominal voltage and distribute the same supply voltage to
all bitcells within the array, thereby avoiding the requirement of
re-developing the bitcell for lower voltages, as opposed to pre-
vious work on error-tolerant SRAMs [12]–[14], [16].
This paper investigates the bit-level optimization to minimize

the overall energy for a given quality target. To show the con-
cept, two specific bit-level approaches are considered: 1) MSB
bitlines are selectively boosted to mitigate errors due to inade-
quate write margin, 2) the LSBs are actually used as check-bits
in a selective Error Correction Code (ECC) that protects MSBs.
Interestingly, the second technique is proved to offer better en-
ergy savings than the traditional bit dropping technique, where
low-order bits are simply kept inactive to linearly reduce energy
[7]. Measurements on a 32 kb SRAM testchip in 28 nm show
an energy reduction by up to 35% at iso-quality, which adds to
the reduction offered by pure voltage scaling.
This paper is organized as follows. In Section II, quality in

SRAMs under voltage scaling is discussed. Section III describes
the proposed selective approach to dynamically minimize the
energy for a given quality target. Section IV discusses the
testchip design and measurements results at nominal tem-
perature, under a specific benchmark. Section V discusses
the impact of the benchmark, temperature and reports mea-
surements from multiple dice. As a case study, experimental
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Fig. 1. Bit error rate (BER) and resulting quality (PSNR) vs. in an SRAM
array at write-critical (SF) and read-critical (FS) process corner (temperature:
22 C).

results are used in Section VI to evaluate the impact of errors
on the quality of a H.264 decoder. Conclusion are given in
Section VII.

II. QUALITY DEGRADATION IN AGGRESSIVELY
VOLTAGE-SCALED SRAMS

At voltages below , SRAM bitcells statistically fail due
to inadequate bitcell speed for the targeted frequency target
(parametric failures) or inadequate read and write margin
(functional failures), both due to random process variations.
Parametric failures are avoided by operating within the max-
imum operating frequency of the array.
In functional failures, read and write margins are conflicting:

the write margin is mainly set by the cell alpha ratio (ratio of
access and pull-up transistor strength), whereas the read margin
is set by the cell beta ratio (ratio of pull-down and access
transistor strength). This results in degraded write-ability when
process variations skew the corner towards SF (slow-NMOS,
fast-PMOS), whereas read-ability tends to dominate the failure
rate at the FS corner (fast-NMOS, slow-PMOS). Read and write
margins rapidly degrade as scales down, and the resulting
bitcell error rate (BER) increases approximately exponentially,
as shown in Fig. 1 for a 32 kb SRAM memory simulated in
28 nm for both SF and FS corner (room temperature has been
considered as typical in ultra-low power application). The
same figure also reports the resulting quality of an image or
frame,1 as measured by the well-known peak signal-to-noise
ratio (PSNR) metric [12], [13] (higher values indicate better
quality). Due to the ungracefully rapid degradation of quality
at low voltage, there is no real tradeoff between energy and
quality, as very limited reduction in is allowed for realistic
quality targets (e.g., PSNR in the order of 30 dB or higher) [4],
[17]. Accordingly, pure voltage scaling below does not
bring significant energy benefits for realistic quality targets.
To mitigate the quality degradation at low voltages, some

recent work has exploited the different impact on quality of
the errors occurring in different bit positions. As an example,
Fig. 2 shows the quality (PSNR) in the above array when errors
are selectively injected in a single bit position. From this figure,
errors degrade quality much more strongly when they occur in

1The memory is supposed to store a grayscale 128 128 image (the image
is divided into 4 slices so the memory is written and read four times).

Fig. 2. Measured quality (PSNR) degradation due to errors occurring in a
single bit position, under 8 bit grayscale representation (28 nm 6T SRAM,

V, temperature: 22 C).

MSBs rather than LSBs, as generally true for video processing
algorithm. Based on this observation, the work in [13] and [14]
lowers only for the LSBs to preserve quality on MSBs.
However, the rapid BER degradation at LSBs makes the energy
reduction very limited. In other words, to achieve appreciable
energy benefits, needs to be scaled so much that most of
LSBs are essentially wrong. In that case, better energy reduc-
tion would be achieved by simply dropping those bits, instead
of retaining them as errors. In addition, pronounced voltage dif-
ferences across different bit positions pose performance issues,
as their access time becomes significantly different.
In [12], MSBs (LSBs) are stored in 8T (6T) bitcells, lever-

aging the stronger robustness of 8T bitcells at low voltages
(i.e., is lower than ). In this approach, the
energy-quality tradeoff is not adjustable, since it is set at design
time by the capacity of the 8T and 6T banks. Also, there is no
real energy-quality tradeoff when scaling below ,
since the rapid degradation of LSBs make them fail in most
cases. Once again, better energy reduction would be achieved
by simply dropping those bits. Similarly, in [16] only 6T cells
are employed but the cells storing the MSBs are oversized to
reduce the BER at low voltages. Once again, the energy-quality
tradeoff is set at design time, and no real tradeoff is observed at

below the voltage of LSBs. Moreover, equal energy
per access is consumed at any bit position in [12] and [16],
thus missing the opportunity to further reduce the energy by
tolerating some limited quality degradation due to occasional
failures in LSBs.
In the next section, we introduce a novel approach that

permits more favorable and dynamic energy-quality tradeoff,
thanks to more graceful quality degradation at low .

III. ENABLING TRUE ENERGY-QUALITY TRADEOFF AND
DYNAMIC ADJUSTMENT

As discussed in the previous section, MSBs have a stronger
impact on quality compared to LSBs. This suggests the idea
that the quality degradation at low voltages can be made more
graceful by introducing selective bit-level circuit techniques
(e.g., read/write assist) that protect only few MSBs. This
technique substantially improves the quality while keeping
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the extra energy cost small, since it is limited to few bit po-
sitions. As a result of the more graceful degradation, more
aggressive voltage scaling is possible compared to pure voltage
scaling, thereby enabling more substantial energy reduction
than the latter.
To dynamically track different quality targets, the number

of bit positions where extra energy is spent to reduce the bit
error rate needs to be flexibly adjusted. Then, for a given quality
target, such extra energy needs to be optimally allocated among
bit positions to minimize the overall energy. This mechanism
permits to cover a wide range of quality targets including error-
free applications, in which extra energy is uniformly distributed
across all the bit positions.
In this paper, we consider two possible selective techniques

that enable selective bit-level enhancement of robustness: the
selective negative bitline boosting (NBL) and the selective error
correction code (ECC). The proposed concept can be general-
ized to any bit-level selective technique that enhances the bitcell
robustness on a column basis.

A. Selective Negative Bitline Boosting
As discussed above, the BER in dice close to the SF corner is

mainly limited by write errors. Negative Bitline boosting (NBL)
has been used to improve bitcell write-ability through bitline
precharge at the slightly negative voltage to write a
stronger “0” [20], [21]. This robustness enhancement comes at
the cost of larger bitline energy due to the larger voltage swing.
Fig. 3 depicts the simulated BER versus the amount of negative
boosting voltage in a 28 nm 32 kb SRAM array at
the SF corner under NBL. From this figure, more negative bit-
line boosting improves BER (i.e., quality) at quadratic energy
cost, due to the increase of bitline voltage swing by . It
might be noted that NBL may upset unselected cells within the
selected (BL boosted) column and unselected rows, if
is large enough to turn their access transistor on. However, prac-
tical values of needed to suppress write errors are
certainly smaller than the access transistor threshold voltage,
hence such issue is never observable in realistic operating con-
ditions and designs. This is clearly shown in Fig. 3, as values of

larger than 200mV are never needed in practical cases.
In our approach, NBLwas applied non-uniformly by boosting

only the columns associated with the MSBs. This bit-level knob
permits to limit the extra energy cost of NBL to the most im-
portant portion of the word, preserving the BER only where
needed. From a design point of view, the voltage is set
to achieve a targeted BER at the bit level, whereas the number of
columns with boosted bitline defines the overall quality (more
MSBs need to be boosted for higher quality targets). For sim-
plicity, we adopted a single voltage for all columns,
and the number of columns with NBLwas fully adjustable at run
time according to the scheme in Fig. 4. From this figure, NBL
is enabled in columns whose boost signal is high, which sets
the low bitline voltage to instead of ground through
transistor M1. The boost signal entails the overhead of only one
latch2 every four columns (assuming that a word contains four

2Such relatively small area overhead can be further reduced by storing the
configuration in an additional SRAM array row with output hardwired to tran-
sistors M1–M2.

Fig. 3. Write BER vs. for various (SF corner, temperature:
22 C).

Fig. 4. Selective negative bitline boosting (NBL) scheme.

Fig. 5. Write energy for different boosting configurations (normalized to pure
voltage scaling—i.e., no boosting).

pixels) and two additional transistors per column (M1–M2). The
boosting configuration (i.e., which positions are boosted) is ad-
justed on the fly by writing on the boost register. In error-free
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Fig. 6. Operation of selective ECC and comparison with traditional LSB dropping scheme [7].

mode, NBL is enabled at all columns, while in the error-tolerant
mode it is enabled only in columns associated with an appro-
priate number of MSBs, as will be discussed in Section IV.
The ability to adjust the number of columns with NBL per-

mits to achieve more graceful quality degradation at low ,
while enabling the capability to optimally allocate the extra en-
ergy for NBL under a given quality target. As shown in Fig. 5 for
a 28 nm 32 kb SRAM testchip for different NBL configurations

mV is provided off-chip), the write en-
ergy increases by a factor of up to 1.9X when applying NBL to
a progressively larger number of columns. Accordingly, our se-
lective NBL approach permits to considerably reduce the addi-
tional energy of NBL when lower quality is targeted (i.e., when
less columns are boosted). Such tradeoff will be explicitly ex-
plored in Section V.

B. Selective Error Correction Code
As write errors were addressed by the selective NBL ap-

proach in Section III-A, we introduce another method that
can also address read errors (especially for dice close to the
FS corner, as discussed above). A recent technique that has
been proposed for low-quality targets is to drop the LSBs to
save their switching energy, at the cost of reduced arithmetic
precision. In this technique a linear energy saving is achieved
when the number of used columns is progressively reduced.
Instead, we propose to use such dropped bits as check bits
of a selective error-correction code (ECC) that protects only
MSBs, as opposed to traditional ECC schemes that equally
protect all bit positions with extra check bits [22]. Intuitively,
strengthening MSBs through the unused LSBs makes the
quality degradation more graceful and permits to down-scale
voltage more aggressively with quadratic energy benefit. In
Section V, the energy benefits of selective ECC will be quanti-
fied through measurements.
Fig. 6 depicts the selective ECC scheme that was adopted

in this work as a representative example. In each 32 bit word
[31:0] (four 8 bit pixels), a single-error-detection error-cor-

rection Hamming (15,11) code was adopted with 4 check bits
and 11 protected bits. In particular, the MSBs of pixels3 were
protected by the fours LSBs of the four pixels

, and . The selective ECC scheme is dynamically
enabled by signal . During a write, the check-bits
and the bits to be protected (15 bits in total) of the input word

3As a (15,11) Hamming code was adopted, three MSBs were protected in
pixel , and two in pixel 3.

[31:0] are fed to the ECC Encoder. During a read operation,
the check-bits and the protected bits of the read word [31:0]
are inputted to the ECC Decoder and the final output [31:0]
is reconstructed. Fig. 6 shows an example where a read error
occurs at bit under the proposed selective ECC scheme.
The proposed technique entails the insertion of the simple logic
implementing the Hamming code (24 XOR gates) without
requiring any memory array modification, as opposed to tradi-
tional ECC that is based on the insertion of redundant columns
[22]. The proposed technique can also be jointly adopted
with a traditional ECC code, adding further protection against
failures. Compared to the herein adopted Hamming (15,11)
code, more complex codes may be also used to achieve more
effective protection at the expense of higher complexity. Our
preliminary analysis revealed that the simple Hamming (15,11)
code is a reasonably good compromise between the range of
achievable quality PSNR (30 dB or more in real applications)
and complexity.
The resulting architecture incorporating both selective NBL

and ECC is shown in Fig. 7, which includes the precharge
scheme in Fig. 4 for each bitline, an ECC Hamming (15,11)
Encoder and Decoder for selective ECC. To enable the com-
parison with traditional bit dropping, this feature was also
included in the array. As in Fig. 7, bit dropping is implemented
in the bitline precharge circuit by adding a drop signal, which
disables the precharge circuit and connects the bitline pair to
ground, thus saving dynamic energy. Table I summarizes the
advantages of the proposed selective techniques over prior art
[7], [12], [14], [16], [22].

IV. TESTCHIP DESIGN AND MEASUREMENT RESULTS

The concepts described in the previous sections were imple-
mented in a 28 nm 32 kb SRAM testchip. The microphoto-
graph is shown in Fig. 8 and the main information is reported
in Table II. The memory array is divided into four banks (each
with 128 rows 64 columns), and a 2:1 column multiplexing
is adopted. The selective ECC Encoder and Decoder consist
of a tree of 2-input XOR logic and the related area penalty is
only 1.2%. Including the selective NBL scheme, the total over-
head associated with the proposed techniques is 1.5%. A digi-
tally tunable pulse generator produces the internal timing sig-
nals to enable wordline, precharge and sensing. The on-chip
testing harness includes the generation of input address and data
patterns, the at-speed acquisition of errors occurring in bitcells,
and an interface to upload settings and download error data. A
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Fig. 7. Proposed SRAM architecture that is reconfigurable for error-free and error-tolerant applications.

TABLE I
COMPARISON WITH PRIOR ART ON CIRCUITS FOR ERROR-TOLERANT APPLICATIONS

Fig. 8. Die microphotograph.

standard high-density 6T bitcell was adopted, and the negative
bitline voltage under NBL was set to mV
to ensure write-ability within approximately 5 standard devia-
tions, as appropriate for the array size (Table III summarizes the
yield versus .
To assess the proposed techniques, a 128 128 8 bit

grayscale image (peppers testbench [24]) was divided into
four slices (64 64 bit) and stored in the memory. Then, the

TABLE II
TESTCHIP INFORMATION

TABLE III
ARRAY YIELD (# OF STD DEVIATIONS) VS.
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Fig. 9. Measured SRAMmaximum operating frequency vs. (temperature:
22 C).

Fig. 10. Energy versus quality for different configurations (write-critical
corner, temperature: 22 C).

image was read out from the memory to detect bitcell failures
through comparison with the original image. The worst-case
corner for write (read) errors is emulated by tuning the wordline
underboosting (overboosting) voltage. This permits to study
the impact of random variations at different corners [23]. The
amount of wordline under/overboosting was set to make the
measured failure rate equal to the value expected from Monte
Carlo simulations at the targeted corner. For example, a 100 mV
(110 mV) wordline voltage decrease (increase) was needed to
emulate the SF (FS) process corner, compared to the supply
voltage V. During the SRAM operation, the same
supply voltage was clearly applied for both write and read
operation. For a given quality target, the lower bound to supply
voltage scaling is set by either the write or the read failure rate,
depending on which dominates at the considered corner.
The measured maximum frequency vs. is plotted in

Fig. 9, which has a relatively linear trend within the 0.5–0.9 V
range, as transistors operate above threshold. The measured
energy-quality tradeoff when sweeping from 0.5 V to
0.8 V with a 50 mV step is plotted in Fig. 10 for various config-
urations, under the write-critical SF corner. The configurations
in this figure include pure voltage scaling (where no additional
NBL energy is spent), selective NBL applied to different
groups of bits along with voltage

Fig. 11. Sample images at different quality (PSNR).

Fig. 12. Energy saving of the proposed NBL boosting technique for different
PSNR values under the corresponding energy-optimal configuration.

scaling, and selective ECC with voltage scaling. Under pure
voltage scaling, the quality degrades very rapidly and becomes
unacceptable below 0.73 V (assuming a typical lower bound
of 30 dB, as shown in Fig. 11), hence the minimum energy at
0.55 V is not really achievable under realistic quality targets.
On the other hand, the uniform insertion of NBL boosting
in all bit positions permits to achieve error-free operation
at V (i.e., no bitcell fails, and hence PSNR is
infinite), but no real tradeoff is achieved between energy and
quality and the energy is 33% higher than pure voltage scaling.
Introducing the proposed selective NBL technique, the

extra energy for write assist can be adjusted and traded off
for quality. For example, selective NBL on the first 4 MSBs
(boost[7-4]) permits to achieve the same quality of as pure
voltage scaling at 0.73 V, while reducing energy by up to 35%
and enabling operation at the much lower voltage of 0.55 V.
Conversely, boost[7-4] permits to achieve approximately the
same minimum energy as the pure voltage scaling, while
achieving a dramatic quality improvement (20 dB). Flexibility
in the energy-quality tradeoff is offered by the availability of
other selective NBL schemes: boost[7-6] has the minimum
advantage over pure voltage scaling (24%) due to its worse
quality (PSNR dB), while boost[7-2] has a 33% energy
advantage due to the larger number of boosted bitlines and
better quality (PSNR dB). From Fig. 10, such advantage
is consistently obtained within the range of practical PSNRs of
30 dB or greater, as qualitatively shown in the sample images
in Fig. 11.
In practical cases, a given quality target defines a corre-

sponding energy-optimal configuration, as shown in Fig. 12.
This figure shows that the proposed selective NBL scheme
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Fig. 13. Energy saving over pure voltage scaling and PSNR versus energy-
optimal configuration.

Fig. 14. Energy versus quality for different configurations (read-critical corner,
temperature: 22 C).

enables a further energy saving that is 28% on average and
up to 35% for practical values of PSNR (30 dB or greater),
when compared to pure voltage scaling. Interestingly, the
proposed approach also reduces energy by 18% compared
to the error-free case (boost[7-0]), confirming that selective
NBL saves energy when compared to a uniform approach. The
energy-quality tradeoff is plotted in Fig. 13, showing that the
energy-optimal configuration has progressively larger number
of boosted bitlines (from [7-6] to [7-2]) for increasing PSNR
targets.
Selective ECC is more effective in the read-critical corner,

where selective NBL is actually ineffective since write errors
are much more infrequent than read errors. Fig. 14 shows the
measured energy-quality tradeoff for the same test chip for a
wordline tuned to emulate the read critical corner (FS). In this
case, the proposed selective ECC technique reduces energy by
28% at iso-quality, compared to pure voltage scaling at 0.7 V.
From the same figure, dropping one LSB offers limited energy
reduction compared to pure voltage scaling at iso-voltage. Inter-
estingly, reusing the LSB to protect the MSBs as described in
Section III-B reduces energy by 19% compared to dropping the
LSB under the same quality target. This is because the quality
improvement enabled by the otherwise unused LSBs can be
again traded off for lower energy, thereby enabling a quadratic
energy saving, as opposed to the linear energy reduction offered

Fig. 15. Energy saving of selective ECC over pure voltage scaling vs. PSNR
(read critical corner, 22 C).

Fig. 16. Dynamic energy overhead of selective ECC for a write (encoding) and
read (decoding) operation.

by traditional bit dropping. It is worth noting that PSNR satu-
rates to a maximum PSNR of about 50 dB, because of the re-
duced precision due to the unused LSB. The resulting energy
saving of the selective ECC over pure voltage scaling is plotted
in Fig. 15, which shows an average 23% energy reduction for
practical values of PSNR 30 dB.
As expected, the selective ECC is not effective at very low

V because the adopted Hamming (15,11) code
cannot correct multiple errors, which are very likely at such low
voltages. For V, multiple failures in the coded bits
are less likely and the ECC becomes effective, as shown by the
measured error rate versus bit position in Table IV. As shown in
this table, the number of errors on the three MSBs (bits 7-5)
is drastically reduced. As an example, at V, the
error rate in the MSB (bit 7) of each pixel is reduced from 1.1%
to 0.2%, i.e., by 84%. Similarly, the number of errors at bits
6 and 5 are respectively reduced by 87% and 66%. The error
rate improvement is slightly lower for bit 5 due to the asym-
metry of the protected bits (the Hamming code allows to protect
only 2 MSBs of pixel 3, while protecting 3 MSBs of all other
pixels). This also explains why some errors still occur at bit po-
sition 5 at V. Fig. 16 shows the energy overhead of
the selective ECC encoder (during write) and decoder (during
read) versus , which is confirmed to be negligible (lower
than 3%).
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TABLE IV
ERROR RATE VS. BIT POSITION (READ CRITICAL CORNER, 22 C)

Fig. 17. reduction compared to pure voltage scaling of (a) boosting [7-4] (write critical corner), (b) selective ECC (read-critical corner) (temperature: 22 C).

Interestingly, the proposed selective approach enables signif-
icantly more aggressive voltage scaling at given quality com-
pared to pure voltage scaling, as shown in Fig. 17(a)–(b) for the
write- and read-critical corner. From these figures, the proposed
selective NBL (ECC) at write-critical (read-critical) corner re-
duce the minimum voltage that ensures a given quality
by 220 mV (100 mV), when targeting a PSNR of 30 dB. This
enhanced voltage scalability can be leveraged to fill the
voltage gap between logic (which have lower ) and SRAM
arrays in aggressively voltage scaled systems, and hence adopt
the same voltage for both logic and memory.
Finally, it is worth noting that the above energy savings and

voltage scalability are further improved in arrays larger than the
considered 32 kb array. For example, larger array capacity re-
quires more aggressive boosting in NBL (i.e., more negative

to ensure correct operation (see Fig. 3). Hence, the
energy benefit of selectively limiting NBL to a few bit positions
becomes even more advantageous. Also, the overhead associ-
ated with the selective ECC encoder/decoder becomes an even
smaller fraction of the overall area/energy.

V. RESULTS ACROSS BENCHMARKS, MULTIPLE DICE
AND TEMPERATURE

The above reported benefits were found to be highly con-
sistent across different benchmark images taken from [24]. In
Fig. 18(a)–(b), the measured PSNR is reported under selective

NBL (ECC) for the write-critical (read-critical) corner with
the voltage being set to 0.55 V (0.6 V), to achieve a PSNR of
approximately 32 dB. From this figure, the image quality is
highly consistent across benchmarks, with a maximum PSNR
difference being only 0.5 dB between the lena and baboon
benchmarks. As a result, the same 220 mV (100 mV) im-
provement in voltage scalability has been measured across all
the considered benchmarks for the write-critical (read-critical)
corner.
Measurements were repeated in 19 dice, adopting the same

wordline voltage tuning used to emulate write critical and read
critical corners, and the same amount of negative boosting
( mV). As shown in Fig. 19(a)–(b), the
above benefits are approximately obtained for all tested dice.
The average measured energy saving (voltage scalability im-
provement) for a PSNR dB is 27.2% ( mV) at
write-critical corner. Such energy ( improvement be-
comes 26.6% ( mV) under read-critical corner.
The temperature increase impacts the write and read bitcell

failures in opposite ways, as it influences PMOS and NMOS
transistors (and hence transistor strength ratio, which defines
the margins) in different ways. Simulations show that write
(read) margin increases (decreases) as temperature increases.
This agrees with measurements, which showed that higher
temperatures lead to a smaller (larger) number of write (read)
failures. Fig. 20(a) depicts the energy–quality tradeoff for
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Fig. 18. PSNR values obtained for different image benchmarks at (a) the write-critical corner, V, boost[7:4] technique; (b) the read-critical corner,
V, selective ECC technique ( 22 C, targeted PSNR dB).

Fig. 19. Results across multiple dice at 22 C and targeted PSNR dB: energy saving versus die for (a) write-critical corner with boosting [7-4]),
(b) read-critical corner with selective ECC. reduction for (c) write-critical corner with boosting [7-4]), (d) read-critical corner with selective ECC.

the write-critical corner at C, and shows that at
V the PSNR is still acceptable (30 dB) without

applying any NBL, as opposed to the lower PSNR dB
at 22 C). This makes the selective NBL technique less
effective than room temperature, as reported in Table V.
Conversely, as temperature increases, the number of read fail-

ures increases and the selective ECC is able to mitigate them
starting at higher voltage, as compared to the case at room tem-
perature (see Table IV). This is because read failures are more

TABLE V
MEASURED AVERAGE ERROR RATE IN NON-BOOSTED COLUMNS

(WRITE-CRITICAL CORNER)
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Fig. 20. Energy versus quality for different configurations: (a) write-critical corner; (b) read-critical corner 80 C.

Fig. 21. reduction compared to pure voltage scaling of (a) boosting [7-4] (write critical corner), (b) selective ECC (read-critical corner) (temperature: 80 C).

Fig. 22. Energy breakdown for (a) 22 C, (b) 80 C (targeted PSNR dB).

likely to occur at higher voltage, due to the more significant read
margin degradation at higher temperature. Indeed, at

V the selective ECC is able to suppress all errors in MSBs at
22 C, whereas some failures occur at 80 C, as reported in

Table VI. However, the benefit at lower voltages is more limited.
Fig. 20(b) plots the resulting measured energy-quality tradeoff
for the read-critical corner at C, confirming that the se-
lective ECC techniques still provides significant benefits even
at high temperatures.
The enhancement in voltage scalability measured at 80 C is

shown in Fig. 21(a)–(b). From this figure, the supply voltage

can be reduced by 160 mV (71 mV) at iso-quality, compared to
pure voltage scaling for the write- (read-) critical corner. Com-
pared to Fig. 17, higher temperatures clearly reduce the bene-
fits in terms of voltage scalability, due to the increased write
margin. At the same time, the energy benefit is reduced to 7.9%
(11.1%) for the write-(read-) critical case, since leakage is not
affected by the above techniques and is responsible for a larger
fraction of the total energy (see the measured energy breakdown
in Fig. 22). In typical mobile applications, such significant ben-
efit degradation is not observed, as the operating temperatures
are certainly much lower than 80 C.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

FRUSTACI et al.: SRAM FOR ERROR-TOLERANT APPLICATIONS WITH DYNAMIC ENERGY-QUALITY MANAGEMENT IN 28 NM CMOS 11

Fig. 23. H.264 video decoder system overview (the proposed techniques are applied to the on-chip SRAM).

Fig. 24. (a) Output quality of H.264 decoder under boost[7-4] selective NBL and pure voltage scaling (PSNR dB), (b) reconstructed frame # 2 for boost[7-4]
at V, (c) reconstructed frame # 2 for pure voltage scaling at V (write-critical corner, 22 C).

TABLE VI
MEASURED NUMBER OF ERROR RATE VS. BIT POSITION (READ-CRITICAL

CORNER, C)

VI. A CASE STUDY: H.264 VIDEO DECODER

In this section we extend the analysis to a H.264 video
decoder, as representative example of a complete system em-
ploying the above considered SRAM array as a component.
Fig. 23 depicts the architecture, which is partitioned into the
following fundamental tasks: entropy decoding, dequantiza-
tion, inverse DCT and motion compensation (MC). In the MC
block, the current frame is reconstructed from the previous
frame, which is stored in the on-chip SRAM array (after being

transferred from the external SDRAM). The size of the on-chip
SRAM required to store a complete QCIF frame is 198 kb
(176 144 pixels per frame). In state-of-the-art low-power
video decoder, the SRAM array is actually much smaller (32 kb
or less) to substantially reduce its energy per access while
still meeting the required throughput [25]. Accordingly, 32 kb
frame macro blocks are downloaded from the off-chip SDRAM
to the on-chip SRAM.
The architecture in Fig. 23 was modeled in Matlab [26],

and the SRAM bitcell failures were injected according to the
measured error map of our test chip under a given condition
(voltage, temperature). Through the error-tolerant SRAM, bit
errors degrade the quality of the incoming frame, and hence
affect the subsequent frame through MC. Fig. 24 shows the
resulting output quality of the decoder versus voltage when
applying the selective NBL technique on bits 7–4. The values
refer to the average PSNR of the first 20 frames of the QCIF
video benchmark football in the YUV format [27] (both inter-
and intra- frame errors are considered). From Figs. 17(a) and
24(a), the trend of quality is similar at both the output of
the SRAM and the decoder. Analysis for other benchmarks
showed that results are largely independent of the specific
video stream.
Under selective ECC and read-critical corner, the quality

trend versus voltage is reported in Fig. 25. As observed in
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Fig. 25. (a) Output quality of H.264 decoder under selective ECC and pure voltage scaling (target PSNR dB), (b) reconstructed frame # 2 for boost[7-4] at
V, (c) reconstructed frame # 2 for pure voltage scaling at V (read-critical corner, 22 C).

Fig. 25(a), the PSNR achievable with selective ECC saturates
(PSNR dB for V) due to the preliminary
image compression.4 It is worth noting that values of PSNR
beyond 50–60 dB are not of practical interest, since the frames
go through a lossy compression in H.264 encoding, hence their
quality is already degraded compared to the original frame.
In detail, the PSNR at the decoder output saturates for large
values of that prevent errors from occurring. Indeed at

V, the test chip is read-failure free but the PSNR
is about 34 dB.

VII. CONCLUSION

In this paper, we presented an SRAM array for error-tolerant
applications whose energy-quality tradeoff can be adjusted dy-
namically over a wide range of quality targets (including error-
free operation), thanks to the graceful quality degradation that
was obtained at low voltages through selective (bit-level) tech-
niques. Indeed, the impact of errors at different bit positions
is explicitly considered, and extra energy is spent to protect
MSBs to enable more aggressive scaling throughout the array,
thus enabling further reducing voltage/energy reduction com-
pared to pure voltage scaling. Among other possible bit-level
selective techniques, we introduced two techniques to demon-
strate the concept: the selective negative-bitline boosting (NBL)
and the selective error correction coding (ECC) to address bit-
cell failures at low voltage for both write- and read-critical cor-
ners. NBL is used to dynamically limit the number of boosted
columns according to the targeted image/video quality. The se-
lective ECC reuses the LSBs as check bits for the MSBs, pro-
viding significantly better energy efficiency compared to simple
LSB dropping.
A 28 nm CMOS 32 kb SRAM testchip exhibited 35% energy

savings at iso-quality operating at a supply up to 220 mV below
a baseline voltage-scaled SRAMwith less than 2% area penalty.
Such advantages were found to be consistent across benchmarks
and different tested dice. An H.264 video decoder was adopted

4MPEG compression degrades the PSNR to 34 dB compared to the original
frame, even ignoring the memory failures at low voltage. Without compression
and still ignoring the memory failures, the unused LSB leads to a PSNR satu-
ration at 45 dB (see Fig. 17(b)). Hence, for V the PSNR is mainly
limited by the inaccuracies introduced by the compression, rather than bit drop
dropping.

as case study to show that the results on the SRAM as a compo-
nent are highly representative of those at system level. Thus, the
proposed approach permits to minimize the energy of SRAM for
a given (dynamic) quality target, with benefits being largely in-
dependent of operating conditions.
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