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Abstract—This paper presents an all-digital true random num-
ber generator (TRNG) harvesting entropy from the collapse of
two edges injected into one even-stage ring, fabricated in 40 and
180 nm CMOS technologies. A configurable ring and tuning loop
provides robustness across a wide range of temperature (−40 ◦C
to 120 ◦C), voltage (0.6 to 0.9 V), process variation, and external
attack. The dynamic tuning loop automatically configures the ring
to meet a sufficient collapse time, thereby maximizing entropy.
Measured random bits pass all NIST randomness tests across
all measured operating conditions and power supply attacks. In
40 nm, the TRNG occupies only 836 µm2 and consumes 23 pJ/bit
at nominal 0.9 V and 11 pJ/bit at 0.6 V.

Index Terms—Cryptography, frequency collapse, model, noise,
oscillator, PVT variation, security, true random number generator
(TRNG).

I. INTRODUCTION

S ECURITY becomes one of the major concerns with the
explosion of connected devices and the advent of cloud

computing and Internet of Things. High entropy random num-
ber is an essential component for information security, which
forms the foundation for many cryptographic algorithms used
to build cryptosystems. Some common applications are private
key for encryption and cryptographic nonces for authentication.

For higher security level in most cryptosystems, true random
number generator (TRNG) harvesting entropy from physical
sources are preferred over pseudo-random number generator
(PRNG) that has a fixed pattern. On-chip TRNG is important
for system miniaturization and device noise provides a good
entropy source for circuit designers. There have been a variety
of designs extracting random number from device noise in lit-
erature. The conventional method is to amplify noise directly
with a high-gain and high-bandwidth amplifier followed by
quantization [1]–[3]. Resistor thermal noise [1], oxide trap
noise [2], and SiN device noise [3] have been employed as
entropy sources in this scheme. These designs require careful
calibrations of the amplifier and ADC to remove bias in gen-
erated random numbers. Extensive use of analog designs also
makes them less attractive in terms of system integration and
technology portability.
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Digital TRNGs offer the advantages of easy integration and
lower sensitivity to process, voltage, and temperature varia-
tions (PVT variation) over conventional analog designs [4].
For mobile and IoT applications, robustness to environmental
variations becomes even more critical. Previous works have
demonstrated digital TRNGs based on metastability [4], [5],
oscillator jitter [6]–[10], and other device noise (e.g., time
to oxide breakdown [11]). Metastability-based methods using
cross-coupled inverters provide excellent operating frequency
and power efficiency, but often require extensive design efforts
and run-time calibration to remove systematic and temporal
mismatch in devices which are sensitive to environmental vari-
ations [4], [5]. A soft oxide breakdown-based TRNG provides
high entropy random bits but suffers from low performance and
low power efficiency due to the nature of the entropy source
[11]. Ring oscillator (RO) jitter-based TRNGs offer design sim-
plicity and portability. Conventional methods using a slow RO
to sample a jittery fast RO provide relatively low entropy and
low performance due to limited jitter in a single digital RO
[6]. This design is also vulnerable to power supply attacks
as described in [12]. Efforts to increase entropy of RO-based
TRNG include combining outputs of several parallel ROs [7],
chaotic ROs with multiple feedback paths (FIRO and GARO)
[13], and including a dynamic duty cycle tuning loop to remove
bias in outputs [10]. Recent RO-based TRNGs employ new
random bit extraction schemes like measuring time for a third-
harmonic RO to collapse to fundamental frequency [8] and
beat frequency between two ROs running at close frequencies
[9]. These new schemes provide better randomness and perfor-
mance thanks to the new jitter amplification approaches, but
robustness was not verified across PVT conditions and could
pose difficulties to their applications.

To alleviate the issues of PVT variations, this work presents
an all-digital edge racing TRNG based on the collapse time of
two racing edges in an even-stage RO with automatic tuning
loop, demonstrating extensive robustness against PVT varia-
tions and intentional power supply attacks [14]. The usage of
oscillation collapse time in an even-stage RO provides three
benefits. 1) Easy detection of collapse event: no phase detec-
tor is needed and thus there are less nonidealities. 2) Average
collapse time is naturally an indicator of the operation condi-
tion of the TRNG, on which the automatic tuning loop is based.
3) Tuning does not introduce bias into output bits and a rela-
tively wide target range is acceptable; this eliminates the need
for high-resolution tuning and minimizing design complexity
and cost. The TRNG has been fabricated in 40 nm CMOS
demonstrating 2 Mb/s and 23 pJ/b at nominal 0.9 V while
passing all 15 NIST randomness tests across wide operating
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Fig. 1. Concept of TRNG based on frequency collapse of edge racing RO.

conditions (−40 ◦C to 120 ◦C and 0.6 to 0.9 V). A second
prototype in 180 nm demonstrates its portability to an older
technology commonly used for ultra-low-power applications
such as sensor nodes.

This paper is organized as follows. The concept of using
frequency collapse in an even-stage RO as entropy source for
true random number generation is described in Section II. A
mathematical model of the entropy source is also provided in
Section II. Detailed implementation of the TRNG prototype
and automatic tuning loop against PVT variations are described
in Section III. Measurement results of both 40 and 180 nm
test chips are provided in Section IV. Finally, this paper is
concluded in Section V.

II. FREQUENCY COLLAPSE-BASED TRNG

A. Analytical Model of Frequency Collapse in an Even-Stage
RO

The main concept of the all-digital PVT-tolerant edge racing
TRNG is using the frequency collapse time in an even-stage
RO (Fig. 1) as entropy source. Two edges (A, B) are injected
through NAND gates into opposite nodes of an even-stage
RO simultaneously. Because of even number of stages, “A” is
always rising at OUT port while “B” is always falling. For
CMOS inverters, rising delay and falling delay are separated
and can be changed by process variations. As shown by the
arrows in Fig. 1, the two injected edges travel entirely differ-
ent paths through the ring. Taking device mismatch and random
noise into consideration, the time for two edges to travel around
the ring are separate accumulations of ideal delay, delay mis-
match, and noise. The time points of Nth rising and falling
edges at OUT port of an RO with S stages can be expressed as

Tfall,N = D1 +
∑N

n=1

∑S

i=1

(
Ideal_Delayi,B +ΔDelayi,B

+ Jittern,i,B) (1)

Trise,N = D2 +
∑N

n=1

∑S

i=1

(
Ideal_Delayi,A +ΔDelayi,A

+ Jittern,i,A) (2)

where D1 and D2 are the time for edges “B” and “A” to reach
OUT after start (Fig. 1); Ideal_Delayi,B and Ideal_Delayi,A are
the ideal delay of stage i for edges “B” and “A” not consider-
ing process variation and noise; ΔDelayi,A and ΔDelayi,B are

Fig. 2. Even-stage RO collapse conditions and waveforms.

the delay differences in addition to ideal delay due to process
variation at stage i for the corresponding edge; Jittern, i, A and
Jittern, i, B represent the random delay caused by device noise
at stage i during nth iteration of the corresponding edge. Jitter is
usually modeled as a random variable following normal distri-
bution N (

0, σ2
)
. As modeled in [15], the variance in inverter

delay due to white noise can be expressed as

σ2 =
4kTγ

N
tdN

IN (VDD − Vt)
+

kTC

IN
2 (3)

where tdN is the window that noise is integrated during out-
put transition, IN is the charging/discharging current, Vt is the
threshold voltage, γ

N
is a technology-dependent noise coeffi-

cient, C is the loading capacitor of the inverter, and k is the
Boltzmann constant. The last two terms in (1) and (2) represent
nonidealities of the RO and cause one edge to travel faster than
the other, thus overtaking the other and collapsing the oscilla-
tion. There are two possible collapse conditions depending on
the relative amount of delay added to the two edges by process
variation (Fig. 2), which can be written as

Trise,N = Tfall,N , ifA is faster thanB (4)

Trise,N = Tfall,N+1, ifB is faster thanA. (5)

Substitute (1) and (2) into (4) and (5), and considering the
fact that

∑S
i=1 Ideal_Delayi,A and

∑S
i=1 Ideal_Delayi,B are

identical, the collapse conditions can be expressed as

D2 −D1 = N ×
∑S

i=1

(
ΔDelayi,B −ΔDelayi,A

)

+
∑N

n=1

∑S

i=1
(Jittern,i,B − Jittern,i,A) (6)

D2 −D1 −
∑S

i=1

(
ΔDelayi,B

)−
∑S

i=1
(JitterN+1,i,B)

= N ×
∑S

i=1

(
ΔDelayi,B −ΔDelayi,A

)

+
∑N

n=1

∑S

i=1
(Jittern,i,B − Jittern,i,A) . (7)

In (6) and (7), left sides are constant for a given run, the first
term on the right side is linear with number of cycles while the
second term is accumulation of a normally distributed random
variable. The right side can be viewed as a Gaussian random
walk with drift in probability theory and, therefore, the model
of the collapse event becomes the first-hitting-time model. As a
result, the first-hitting-time (collapse time in our case) follows
inverse Gaussian distribution [16]. Mean and variance of the
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time can, therefore, be derived from the model. Results of both
conditions can be expressed in a unified form using absolute
values, as shown below

mean =
|D2 −D1|∣∣∣

∑S
i=1

(
ΔDelayi,B −ΔDelayi,A

)∣∣∣
(8)

variance =
mean3

λ
, λ =

(D2 −D1)
2

2Sσ2
(9)

where λ is the shape parameter of the distribution and larger
λ indicates less skewness. According to this model, the num-
ber of cycles until collapse depends on both systematic delay
mismatch and random jitter.

It should be noted that the model above does not consider
supply noise, which could be very difficult to precisely model as
described in [15]. Here, we consider only low-frequency supply
noise from power source or other circuits on chip. Following the
analysis in [15], supply noise adds correlated delay variations
to all inverters in RO and can be viewed as an additional cor-
related variation to the ΔDelayi,A and ΔDelayi,B terms in (1)
and (2). However, since the supply variation is common for all
stages, variation in the delay difference between the two edges
is not significant, which results in small fluctuations in the mean
value of collapse time in (8). Despite the modulating of average
cycles to collapse by supply noise, the cycles to collapse of a
given run still follows inverse Gaussian distribution caused by
thermal noise.

B. Systematic Mismatch Versus Random Jitter

As indicated by (8) and (9), the distribution of collapse time
depends on the relative magnitude of systematic mismatch and
random jitter. If systematic mismatch is small, noise will have a
more significant impact, resulting in a longer collapse time with
wider distribution. In this case, random bits can be obtained
from the RO by recording the number of cycles to collapse. On
the other hand, under large systematic mismatch, the RO will
collapse in a few cycles with negligible variation. Such system-
atic behavior is unique for each die and, therefore, can be used
to produce a chip ID or PUF [17] but is not useful for extracting
random bits.

Typically, systematic mismatch dominates in an even-stage
RO and makes entropy extraction difficult. Hence, RO-based
TRNGs have previously employed an odd-stage number RO
where mismatch naturally cancels out [8]. However, we will
show in Section III-A that, in fact, the process variation in an
even-stage RO can be used as a natural source of tunability to
enable a highly adaptive TRNG design that is robust to a wide
range of environmental and other factors using an automatic
tuning loop.

The relationship between process variation and tunability
can be explained by our proposed model as well. ΔDelayi,A

and ΔDelayi,B are the delay differences of each stage due
to process variations, which follow independent normal dis-
tribution (N (

0, σ2
variation

)
). Therefore, the denominator term∑S

i=1

(
ΔDelayi,B −ΔDelayi,A

)
in (8) also follows normal

distribution (N (
0,S × σ2

variation

)
). The process variation results

Fig. 3. Random bit generation from collapse time.

in a wide distribution of the mean value in (8), which forms the
foundation for our tuning method based on device mismatch.
Distribution of the inverse of a normally distributed random
variable (y = 1

x , x ∼ N (0, σ0
2) is

pdf (y) =
e
−
(

2σ0
2

y2

)

√
2πσ0 · y2

. (10)

Combining (8) and (10), distribution of the average collapse
time in (8) across process variations can be calculated as

pdf (xmean) =
e
−
(

2|D2−D1|Sσvariation
2

xmean2

)

√
2πSσvariation · xmean

2
, xmean > 0. (11)

This distribution is highly skewed with long tails and
matches the measured distributions in Section IV-B. The peak
of the distribution occurs at

xpeak =
|D2 −D1|√
2πSσvariation

≈ S · Ideal_Delay

2 · σvariation ·
√
2πS

=
S

2 · Ratio · √2πS
∝

√
S (12)

where Ratio is the spread (σ/μ) of single stage delay in the
oscillator due to local process variations. As discussed previ-
ously, we need small systematic variation for random number
generation which corresponds to larger average collapse time.
A design implication from (12) is that having more stages in RO
increases our chance to get an RO with small enough systematic
variation for TRNG.

C. Extracting Random Bits From Collapse Time

The analytical model above characterizes the behavior of
oscillation collapse in an even-stage RO and indicates that we
can get larger variations in collapse time with less system-
atic variation in RO. To use the frequency collapse concept as
entropy source for TRNG, the last step is extracting uniformly
distributed random bits from collapse time following inverse
Gaussian distribution. Our simple but efficient method shown in
Fig. 3 is to take the LSBs of the collapse count as outputs, which
is based on dividing the distribution into small enough bins, so
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Fig. 4. (a) Standard deviation of cycles to collapse and the number of high
entropy random LSBs versus average collapse cycles. (b) Number of random
bits divided by average count as an approximation of throughput to illustrate
the desired range.

that neighboring bins have negligible differences in probability.
Similar strategies have already been applied in previous TRNG
designs [8], [9], [11]. The number of LSBs that can be used as
random bits depends on the variance in the collapse time dis-
tribution, as shown in the measurement results in Fig. 4. Small
collapse time with small variations does not provide enough
entropy and does not have enough margins, while large col-
lapse time results in low overall random bit throughput (defined
as output frequency times number of useful bits) because the
number of useful bits does not increase as fast as collapse time.
Fig. 4(b) shows the number of random bits divided by average
count as an approximation of throughput to show the desired
range. Therefore, we target a middle range of collapse time as
a result of tradeoffs.

III. ALL-DIGITAL IMPLEMENTATION OF TRNG

The all-digital TRNG comprises only three parts: 1) even-
stage RO; 2) control logic with a counter; and 3) automatic
tuning loop to counter process, voltage, and temperature (PVT)
variations. Such a simple design minimizes design efforts and
offers good technology portability.

Fig. 5. TRNG block diagram and tunable RO with eight inverters per stage.

Fig. 6. Operating waveform of TRNG.

A. Tunable Even-Stage Oscillator Based on Device Mismatch

To make the RO working in the desired collapse condition
discussed in the previous section, the proposed approach in
Fig. 5 replaces each inverter stage in the ring with a set of iden-
tically designed inverters and a multiplexer to select one of the
inverters for the RO path as specified by configuration bits. Due
to process variations, each inverter has slightly different delays
in fabricated chips. Through different combinations of invert-
ers, the delay differences between the two edges can be adjusted
to meet collapse time requirement. Such a mismatch-based tun-
ing method introduces minimum overhead and provides fine
enough tunability to satisfy the requirement. During startup, a
simple control program described in Fig. 7 running on the host
processor tunes the RO as follows: an LFSR generates a random
configuration trial and collects 500–5000 collapse times to cal-
culate their mean and max values. If the mean collapse time is
too low, systematic variations are not properly canceled out and
a new configuration trial is attempted. Max count value is used
to tune the system clock frequency, so that most runs collapse
within a given period. Mean and max collapse times that are out
of range can also indicate intentional external attack as shown
in the measurements in the next section. Once the mean col-
lapse time is in the correct range, the RO is properly tuned and
random numbers are generated while the host processor con-
tinues to monitor collapse times to adapt to any environmental
changes.
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Fig. 7. Automatic tuning FSM of TRNG.

B. TRNG System Implementation

As shown in Fig. 5, the TRNG is implemented using a
32-stage RO with 8 selectable inverters per stage, provid-
ing a total of 832 ≈ 7.8× 1028 possible RO configurations.
The selection of this configuration for prototype is a tradeoff
between three major considerations: 1) enough tuning space is
desired for robust design; 2) shorter rings takes less area and has
higher throughput because the RO runs faster; and 3) according
to the model in (12), peak of the average collapse time distribu-
tion increases with more stages in the ring, which increases the
possibility to find configurations with larger collapse count.

The RO is reset during positive phase of the clock (CLK)
and started by the falling edge of CLK as shown in Fig. 6.
A 9b counter records the cycles to collapse (COUNT), which
is sampled at the rising edge of CLK. Edge collapse auto-
matically stops the counter, eliminating the need for extra
phase/frequency detectors (PFD) and other peripheral circuits
as in [8] and [9], saving power, area, and potential nonideali-
ties caused by PFD. The frequency of CLK should be chosen
to allow most runs collapse in one CLK period. If the RO
does not collapse, COUNT will be a fixed maximum value and
causes bias in generated random bits. To eliminate these nega-
tive impacts, programmable SR latches are included in counter,
which sets an invalid flag once the counter value reaches the
programmed value. Since TRNGs are typically colocated with
an SoC processor, the tuning algorithm can run on the host-
processor (off-chip in our tests) although its simplicity makes it
suitable for hardware implementation.

IV. MEASUREMENT RESULTS

The all-digital TRNG is implemented in 40 nm CMOS GP
technology with a nominal voltage of 0.9 V. Measurement
results in this section except Section IV-E are all based on the
40 nm prototype. For many mobile and IoT applications, how-
ever, older technologies are used because of lower power and
cost. To show the portability of the design and the functionality
of the TRNG in an older technology with less process variation
and noise, a second prototype is fabricated in 180 nm CMOS

Fig. 8. Die micrographs of 40 and 180 nm TRNG prototypes.

Fig. 9. Measured spread (standard deviation/mean) of cycles to collapse across
temperatures.

technology. Measurement results of the 180 nm chip are pro-
vided in Section IV-E. Fig. 8 shows the die micrographs of the
40 nm chip with a core area of 836µm2 and 180 nm chip with
a core area of 7250µm2.

A. Randomness and Performance of the TRNG

The randomness of the test chip is evaluated by NIST Pub
800-22 RNG testing suite (15 tests) with recommended set-
tings and 100 Mb raw data for each run [18]. The TRNG is
robust and passes all NIST tests across all combinations of volt-
age (0.6 to 0.9 V in 100 mV steps) and temperature (−40 ◦C
to 120 ◦C in 30 ◦C steps) with a required mean-count range
of 70 to 90 cycles. As shown in Fig. 9, at lower temperature,
the spread (σ/µ) of collapse count is lower due to less thermal
noise, but the target mean count range ensures sufficient qual-
ity of three LSBs even at −40 ◦C, while enabling successful
RO tuning within an acceptable number of configuration tri-
als. Table I shows NIST test suite results of five chips at one
of the worst case conditions (0.6 V, −40 ◦C). Throughput is
decided by the number of extracted bits per run and system
clock frequency. The two factors are contradicting to each other.
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TABLE I
MEASURED NIST TEST SUITE RESULTS OF FIVE CHIPS AT WORST CASE CONDITION (−40 ◦C, 0.6 V)

∗“PASS” means all sub tests pass minimum requirement.
∗∗Minimum p-value χ2 is 0.0001. Minimum pass rate is 0.97 for first 10 tests (using 300 × 40 K bits) and
96/100 for the other 5 tests (using 100 × 1 M bits).

Fig. 10. Measured impacts of supply voltage on throughput of TRNG.

Number of high quality bits is decided by the target collapse
condition; larger collapse counts provide more random bits but
require slower system clock. Measurement shows that finding
a region to extract 3 bits is optimal. Once the target region and
the number of extracted bits are decided, required system clock
frequency and overall throughput can be determined based on
RO frequency. The dependence of throughput on environmen-
tal conditions is same as that of a single RO. Fig. 10 shows
throughput of the TRNG ranges from 300 kbps to 2 Mbps and
energy efficiency from 8.7 to 37.2 pJ/b across 0.5 to 1 V at
25 ◦C. A summary of measurement results and comparisons to
prior works are given in Table III.

B. Random Search Performance of the Tuning Loop

Since the tuning loop is based on random search, the num-
ber of trials to achieve desired configuration is random and

Fig. 11. Measured distributions of average cycles to collapse across random
configurations.

TABLE II
HIT RATE OF RANDOM SEARCH UNDER DIFFERENT ENVIRONMENTAL

CONDITIONS

affects the setup time of the TRNG. For each RO configura-
tion, an average collapse time can be measured. Distributions
of this value across 5000 configurations and 5 environmental




