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Abstract—A 1.0 mm® general-purpose sensor node platform
with heterogeneous multi-layer structure is proposed. The sensor
platform benefits from modularity by allowing the addition/re-
moval of IC layers. A new low power I?C interface is introduced
for energy efficient inter-layer communication with compatibility
to commercial I? C protocols. A self-adapting power management
unit is proposed for efficient battery voltage down conversion for
wide range of battery voltages and load current. The power man-
agement unit also adapts itself by monitoring energy harvesting
conditions and harvesting sources and is capable of harvesting
from solar, thermal and microbial fuel cells. An optical wakeup
receiver is proposed for sensor node programming and synchro-
nization with 228 pW standby power. The system also includes
two processors, timer, temperature sensor, and low-power imager.
Standby power of the system is 11 nW.

Index Terms—Ultra-low power, wireless sensor node, smart dust.

[. INTRODUCTION

ONTINUOUS fabrication technology scaling has led

to the integration of computational capabilities in an
increasingly smaller volume. This has been leveraged to
create very small yet highly capable systems, as well as new
multi-core and/or networking technologies that push the upper
limits of modern computing performance. This, in turn, has
produced a diversification of computing platforms, ranging
from portable handheld devices to building-scale data centers.
According to Bell’s Law, a new class of less expensive com-
puters is developed approximately every decade by using fewer
components or fractional parts of state-of-the-art computing
system [1]. In addition, the size of each subsequent classes of
computing system becomes approximately 100 times smaller
than its predecessor [2]. The first computers introduced in
1940s were room-sized or even as large as a small building.
Smaller and more affordable computers were introduced in
the form of workstations in 1970s and personal computers
in 1980s, and mobility was added with laptops in 1990s and
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Fig. 1. Bell’s Law [1] predicts continuous scaling of micro-size computing
systems.

portable handheld devices in 2000s, as shown in Fig. 1. Re-
cently, a growing amount of research has shown the potential
of wireless sensor nodes, which is expected to be the next class
of computers beyond hand-held devices. These wireless sensor
nodes can be used in a wide range of applications including
smart buildings [3], infrastructure monitoring [4], [5], and
biomedical implants [6].

However, modern wireless sensors are composed of multiple
components on a printed circuit board (PCB). Bulky batteries
are included to power the circuit components with adequate
lifetimes. The result is milliwatt-level systems that are cen-
timeters or tens of centimeters on a side, failing to realize the
“smart dust” vision of [7]. Smart dust requires mm?-scale,
wireless sensor nodes with perpetual energy harvesting. Re-
cently, two application-specific implantable microsystems [8],
[9] demonstrate the potential of mm3-scale system in medical
applications. However, [9] is not programmable and [8] lacks
a method for re-programming or re-synchronizing once encap-
sulated. They are also made for a dedicated application, which
limits their use for other purposes. Other important usability
and deployment features also remain unaddressed, such as a
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Fig. 2. Diagram and cross-sectional view of proposed 1.0 mm? sensing platform.

means to protect the battery during the time period between
system assembly and deployment, wireless synchronization
and batch programming, and flexible design to enable use in
multiple application domains. A key challenge to implementing
such features in a very small form factor is the additional power
consumption incurred. To achieve long lifetime in a mm?®-scale
system, power consumption of each component must be ag-
gressively reduced to stay within a stringent power budget of
~10 nW.

To this end, we propose a 1.0 mm?® general purpose recon-
figurable sensor node platform with a heterogeneous stackable
multi-layer structure. The key components implemented to re-
alize this form-factor includes ultra-low power 12C (Inter-In-
tegrated Circuit), a 228 pW standby power optical wakeup re-
ceiver, ultra-low power power management unit (PMU) and
brown-out detector (BOD).

II. SYSTEM OVERVIEW

The 1.0 mm® sensing platform is designed with stacked
integrated circuit (IC) dies fabricated in three different tech-
nologies. Fig. 2 shows the dimension of each die and the
wirebonding scheme for electrical connectivity of the sensor
system. To enforce 1.0 mm? volume, each layer measures less
than 2.21 x 1.1 mm and the length of each layer has to be
reduced by 140 pm compared to the lower layer to provide
enough clearance for bond-wires. The height of each IC layer
is thinned to <50 pm, while the custom thin-film Li battery is
150 pm thick. The system’s die-stacked structure with wire-
bonding provides maximum functionality (or silicon area) per
unit volume and also enables easy expansion of the system

with additional layers. End users can create a sensor system
for new applications by designing an application-specific layer
in a preferred technology, which complies with the system
power and energy budget, and providing an identical inter-layer
communication interface.

Fig. 2 shows the system block diagram. The various com-
ponents in the system are categorized as CPU, memory, power
management, timer, and sensors.

CPU

The sensor system operation sequence is managed by a con-
trol microprocessor, which requires low computational perfor-
mance and hence can be optimized for low power operation.
However, some sensors, such as an imager, require high perfor-
mance for digital signal processing (DSP) operations. For this
reason, two ARM® Cortex-MO0 processors are located in sepa-
rate layers with different functionality as follows:

1) The DSP CPU efficiently handles data streaming from
the imager (or other sensors), thus is built in 65 nm
CMOS (Layer 3) with a large 16 kB non-retentive SRAM
(NRSRAM). In such an advanced technology node, the
DSP CPU runs faster than the control CPU (fabricated in
180 nm) and accommodates the larger memory capacity
that is required for complex DSP operation. However, due
to the high leakage current in this process, the SRAM has
to be power-gated in standby mode and is non-retentive.

2) The CTRL CPU manages the system using an always-on
3 kB retentive SRAM (RSRAM) to maintain the stored op-
erating program, and is built in low leakage 180 nm CMOS
(Layer 4).
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Memory

Fig. 3 shows the SRAM topologies used for NRSRAM and
RSRAM. For RSRAM, a 10T bitcell with high threshold voltage
(Vin) VO transistors [11] is used to minimize the leakage power.
Although it exhibits very low leakage power (3.3 fW/bit), the
large bitcell area of 17.48 um? limits its capacity on Layer 4
to 3 kB due to the large spacing requirements of I/O transistors
and older process technology. For NRSRAM, larger capacity
is achieved with an 8T SRAM structure [12] with regular-Vyy,
transistors, and bitcell area of 1.548 pum?. However, the low
Vi, of regular transistors in 65 nm technology compared to
I/O transistors in 180 nm incurs a high bitcell leakage power
of 14 pW/bit, which necessitates the power-gating of the en-
tire NRSRAM array during standby. This means that execution
code and data in NRSRAM is lost during standby; therefore ex-
ecution code is first transferred from RSRAM whenever DSP
operation is activated and the DSP processor functions much
like a co-processor.

Power Management and Harvesting

Solar cells for energy harvesting and a low-power imager are
placed in the top layer (Layer 1) for light exposure. Power con-
sumption ranges from 11 nW in sleep mode up to ~ 40 4W in
active mode. A flexible PMU allows harvesting for perpetual
operation from multiple sources, including solar, TEG (Thermo-
Electric Generator), and microbial fuel cells. A brown out de-
tector (BOD) monitors the battery voltage and when brown out
is detected, it shuts down entire system to prevent Li battery
damage due to excessive drainage.

Timer

A gate-leakage-based timer [10] and temperature sensor is
also implemented in Layer 1, which is fabricated in 130 nm
CMOS for gate-leakage current optimization for timer accuracy.
Time tracking with temperature compensation is implemented
using this timer, providing a timing reference to synchronize the
radios that are included in our second system configuration.

Sensors

A low power temperature sensor and 96 X 96 pixel low power
CMOS image sensor are implemented in Layer 1.

The remainder of this paper is organized as follows.
Section III describes the low power I2C communication pro-
tocol. Section IV discusses power management in the proposed
system including multi-modal harvesting and battery voltage
monitoring. A low power optical wake up receiver is presented
in Sections V, and VI presents the timer and sensors in the
proposed system. In Section VII, two configurations of the
system are demonstrated: The first system is the base-line
system equipped with a control processor and a dedicated
DSP processor with image sensor. The second system replaces
Layer 3 (DSP CPU) with a radio layer that includes a near-field
radio and pressure sensor interface described in [8]. Finally,
Section VIII summarizes and concludes the paper. In this paper,
measurement result for each component is presented in each
section, while system measurement results are demonstrated in
Section VII.

II. Low POWER I2C COMMUNICATION

The die-stacked structure of the proposed sensor platform re-
quires communication among different layers. Due to pad count
limitations arising from the 1 mm?® form factor, the number of
wires used for communication is of critical concern. I2C [13] is
a widely used industry standard serial communication protocol
that only requires two wires—serial clock (SCL) and serial
data (SDA)—and is easy to expand with any 1?C-compatible
devices. However, conventional I2C relies on pull-up resistors,
as shown in Fig. 4, which consume mW-order power when
the wires are pulled down. Assuming a 1.2 V supply voltage
and 1 k€2 pull-up resistance, the average pull-up current for
both wires is 1.2 mA, which results in 1.44 mW power wasted
simply for pull-up current without considering decoder and
driver overhead. This is clearly unacceptable for a sensor plat-
form targeting tens of W active power. Therefore, a modified
communication protocol is required to meet the stringent power
budget of the system, while maintaining compatibility to the
standard 12C protocol to enable expansion with I2C compatible
devices.

Fig. 5 shows the circuit diagram for the proposed low power
I2C protocol. Pull-up resistors in conventional 12C act as 1) a
pull-up device when the wire is at ground potential and pull-
down is released by attached devices, and 2) a keeper for holding
high once the wire is fully charged to the supply voltage. To pro-
vide the pull-up device function without use of the pull-up re-
sistor, the SCL-low cycle is divided into five sub-cycles where
a master device always pulls up SDA in the second sub-cycle
and holds high using small keepers. Any attached device can
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Fig. 5. Proposed low power I2C circuit diagram.

pull-down in the fourth sub-cycle, which complies with the I2C
standard—SDA can change only when SCL is low and a layer
pulling down has the higher priority. The length of the sub-cycle
is determined by a sub-cycle clock generator (Fig. 5) and mar-
ginal sub-cycles (first, third, fifth) provide margins for die-to-die
sub-cycle length variations, which are directly related to the
variation in the sub-cycle clock generating circuit. With pro-
vided margins, sub-cycle length variation up to 25% can be
tolerated.

To provide the keeper function of the removed pull-up re-
sistor, a keeper is attached to each wire. The proposed low power
I2C scheme allows communication between a low power I2C
master device and standard 12C slave devices if a proper power
supply is provided. The only additional cost for such a configu-
ration is occasional short circuit current during the second sub-
cycle, when the low power 12C master device pulls up SDA and
the standard I?C slave device pulls down SDA for acknowledge.
Energy overhead due to such short circuit current in 12C write
to slave would not be significant since it occurs only during one
sub-cycle and only for acknowledge operation, which is once
every 8 bit transmission. However, the overhead is larger for

read operations between low power I2C master and standard
I2C slave. In this case, the master should pull SDA high for
each data cycle due to the lack of a pull up resistor, which can
generate short circuit current whenever the transferred bit is a
0. Even so, current consumption in this situation is still lower
than standard 12C system which employs pull up resistor that
continually draws current when SDA or SCL are pulled low.
To tolerate a current surge, external power supplies with higher
current capacity may be required, which could be provided by
simply sharing the power supply for the attached standard I2C
device.

Fig. 6 shows the measured low power 12C waveform. The
figure clearly shows that in each SCL-low cycle, SDA is raised
only in the second sub-cycle and pulled down in the fourth
sub-cycle, which is most clear in the acknowledge cycle where
both pull-up and pull-down operation are performed. Measured
energy consumption is 88 pJ/bit, which is more than an order of
magnitude lower than 3.6 nJ/bit, the theoretical minimum en-
ergy needed to drive the wires in standard I2C protocol (ex-
cluding overhead) for decoding and driving logic at the max-
imum data-rate in ‘fast mode’ 12C, 400 kbps [13].
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Fig. 6. Measured I2C waveform and illustration of SCL-low sub-cycle.

IV. POWER MANAGEMENT UNIT (PMU)

The thin-film Li-ion battery in the proposed sensor platform
outputs voltages as high as 4.1 V while low power electronics
often operate below 0.5 V, resulting in a challenging DC-DC
conversion ratio. The PMU must enable both up-conver-
sion during harvesting and down-conversion in the absence
of harvesting conditions. Further, it must accommodate a
>1000x spread in current draw between sleep/active modes
and low/high harvesting conditions. Having switches that can
accommodate 10 s of #A in active mode, while at the same time
maintaining high efficiency conversion with load currents as
low as single digit nAs in sleep mode, is extremely challenging.
Finally, different harvesting sources have varying optimal
operating points that change with harvesting conditions. For
instance, a solar cell has an open circuit voltage as low as
350 mV in indoor conditions, increasing to 530 mV in sunlight,
while a microbial fuel cell (MFC) has an open circuit voltage
that tends to fluctuate over time from 500 to 800 mV. These
requirements call for the PMU in the proposed sensor platform
to be highly adaptive to load current and harvesting source
conditions.

The proposed PMU is fully integrated with a chip area of
0.95 mm? (Active region: 0.24 mm;? MIM-capacitance area:
0.71 mm?) and automatically adapts to different harvesting
conditions and can be configured to operate with different
harvesting sources. The PMU consists of two ladder-type
switch capacitor networks (SCNs), as shown in Fig. 7; one for
converting between battery and processor voltages (battery
SCN) and one for converting between processor and harvester
voltages (harvester SCN). During down conversion, when the
processor draws current from the battery, the battery SCN is
automatically reconfigured between 5x and 6x modes, pro-
viding the ability to adapt to different load currents and battery
condition from 3-4.1 V.

During harvesting, both SCNs up convert the harvested
voltage and provide current to the processor and battery. The
harvester SCN has 2x and 3x modes and is connected to the
battery SCN in one of three possible configurations to adapt to
different harvesting sources and harvesting conditions. The key
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challenge in efficient harvesting is to determine the configura-
tion that forces a voltage at the harvester leading to extraction
of maximum energy from the harvester. Measurement with a
solar cell in Layer 1 showed that the extracted power peaks
when the extraction voltage is approximately 0.83x of the
open circuit voltage (Vo). However, the V¢ varies between
350 and 500 mV depending on light conditions, and hence the
harvest extraction voltage must be adjusted accordingly. In
addition, different energy sources have different power profiles
leading to the need to adjust the fraction of V¢ at which the
harvested power is extracted.

The proposed PMU adapts to different harvesting conditions
using a two phase process. First, the battery and harvester SCNs
are disconnected for a short monitoring time period. During this
time, the harvester develops its open-circuit voltage, which is up
converted by the harvester SCN by 2x and 3, and then divided
using two reconfigurable, high-impedance fractional voltage di-
viders, after which the resulting voltage levels are compared to
battery SCN voltages to find the optimal harvesting configu-
ration. During the subsequent harvesting time period, the bat-
tery and harvester SCNs are connected according to the op-
timal configuration determined during the monitoring period,
and both processor and battery are powered by the harvesting
unit. The monitoring/harvesting cycle is repeated every 6 sec-
onds to allow the PMU to adapt to changing harvesting condi-
tions. If there is insufficient harvested energy, the PMU auto-
matically disconnects the harvester SCN from the battery SCN.
The voltage dividers can be configured by the processor to ad-
just to harvesting sources with different power profiles. There
is a trade-off between loss in harvesting time and response time
to harvesting condition change with the monitoring/harvesting
cycle time.

A. DC-DC Down-Conversion Operation

During down conversion, the PMU converts the battery
voltage to two voltage domains (VDD1 = 0.6 V and VDD2 =
1.2 V, nominally) to power the processor and an array of pe-
ripherals. The proposed PMU has two operating modes with
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Fig. 7. Proposed overall PMU diagram and adaptive harvesting technique.

Fig. 8. Two-way phase-interleaved ladder-type SCN with variable (5x /6 X ) conversion ratio. Thick-gate oxide switches for start-up sequence are indicated using

arrow FET notation.

vastly different power budgets: 1) sleep mode when the pro-
cessor is inactive has a current draw of 1-10 nA and 2) active
mode when the processor is running has a current draw of
1-10 pA. To efficiently perform DC-DC down-conversion, the
PMU uses four different oscillators: a start-up sequence clock
(5 kHz, simulated), sleep mode clock (340 Hz, measured), ac-
tive mode clock (335 kHz, measured), and an additional SCN
clock (3.125 kHz, measured) for harvesting in sleep mode. To
reduce ripple magnitude on the output voltage levels at a given
SCN frequency and capacitance, a two-way phase interleaved
ladder is used as shown in Fig. 8.

When the battery SCN starts up for the first time, no charge
is stored on internal nodes. Hence, the start-up clock operates
at the battery voltage with full amplitude signals and thick-gate
oxide switches. Once start-up is completed, the PMU enters op-
erational mode, and the clocks operate with VDD1 amplitude
in active mode and VDD?2 in sleep mode, driving thin-oxide
switches. Using lower clock voltage swing and smaller thin-
oxide switches reduces PMU power consumption and increases
conversion efficiency. Level conversion is required for driving
the different switches in the ladder and is implemented using a
chain of level converters as seen in Fig. 8.



