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Abstract— An energy-efficient state-of-charge (SOC) indication
algorithm and integrated system for low-power wireless sensor
nodes with the miniature Internet of Things (IoT) batteries
are introduced in this paper. Based on the key findings that
the miniature Li-ion batteries exhibit a fast response to the
battery current transient, we propose an instantaneous linear
extrapolation (ILE) algorithm and circuit system based on
the ILE algorithm allowing accurate on-demand estimation of
SOC. Due to the on-demand operation, an always-ON current
integration is avoided, reducing power and energy consumption
by several orders of magnitude. Furthermore, the proposed SOC
indicator does not require a battery disconnection from the load,
ensuring continuous operation of the applications. The system
is implemented in a 180-nm CMOS technology. The power
consumption is 42 nW, and maximum SOC indication error
is 1.7%. The minimum applicable battery capacity is as low
as 2 µAh.

Index Terms— Battery, fuel gauge, Internet of Things (IoT),
Li-ion battery, low power, state of charge (SOC), SOC indicator,
wireless sensor node.

I. INTRODUCTION

MOST battery management systems require state-of-
charge (SOC) indication, which keeps the track of a

present charge inside the battery. The SOC information is
used to dynamically control the charging and discharging
operations of the battery, and it can be provided to the user.
An accurate SOC indication is essential for applications where
the battery is utilized as a power source. The indication
error can be defined as a difference between the real SOC
of the battery and the indicated SOC obtained by an SOC
indicator (real SOC − indicated SOC). A positive error on
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the SOC indication can make the application suddenly degrade
its performance or even stop its operation, whereas sufficient
charge remains in the battery. This may lead to using only a
part of the available battery capacity, leading to recharging the
battery more often than necessary. Therefore, the positive SOC
indication error causes a premature wear-out of the battery.
On the contrary, if a negative error on the SOC indication
occurs, the application might keep operating even when the
battery is empty. This leads to battery damage and malfunction
of the application.

Low-power design techniques have led to very low-power
wireless sensor nodes for Internet of Things (IoT) applica-
tions (4.7-μW power consumption [1]). Therefore, the bat-
tery capacity requirements for IoT devices have also been
relaxed (two 8-μAh Li-ion batteries [1]). At the same time,
applications of IoT wireless sensor nodes are becoming more
varied, often requiring the miniaturization of IoT sensor node
systems (6 mm × 5 mm × 4 mm [1]). Furthermore, small-
volume batteries have been introduced (1.7 mm×2.25 mm×
0.2 mm [2]). As a result, small-capacity, miniature IoT bat-
teries are increasingly used by these sensor nodes to reduce
the total system volume. Besides, energy harvesting is often
used in such systems, and battery levels fluctuate throughout
the operation owing to diverse power draws and environment-
dependent charging conditions. To enable the intelligent power
management and dynamic control of performance, to avoid
battery damage, and to increase the battery life time, it is
essential to be able to accurately monitor the battery SOC
with low-power consumption in the wireless sensor node for
IoT applications. However, SOC indication techniques with
sub-microwatt power consumption have not been reported yet
(180 μW in the normal mode [3]).

Many conventional approaches for battery SOC monitoring
have been introduced. Battery impedance can be measured
at a specific bias and various frequencies to indicate SOC,
which is called impedance spectroscopy [4]. Measuring battery
impedance as a function of frequency is not practical for
portable devices, because it is difficult to apply a signal
with a frequency sweep to the battery. An overall battery
voltage relaxation behavior is measured for SOC indication,
which is referred to as chronopotentiometry [5]. However,
the implementation of this method is still expensive because
all the battery voltage behaviors under various conditions (load
currents, temperatures, SOC levels, and charging/discharging
cycles) are stored in the memory. Other SOC indicators
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Fig. 1. Conventional SOC indicator: voltage relaxation method.

Fig. 2. Conventional SOC indicator: Coulomb counting.

have used algorithms based on fuzzy logic [6], [7], Kalman
filters [8]–[11], or neural networks [12]–[15], which are too
complex and expensive for implementation in integrated cir-
cuits. The electromotive force (EMF) of the battery, which is
equivalent to the battery open-circuit voltage (VOC), is widely
known to accurately correlate with the battery SOC across
age and temperature, for Li-ion and lead-acid batteries [5],
[16], [17]. However, measuring the EMF, which is called
voltage relaxation method (Fig. 1), requires a long relaxation
time after the battery is disconnected from the load (typically
25 s for 12 μAh or 40 min for 4-Ah Li-ion batteries), which
is problematic for continuously operating sensor nodes. Book-
keeping algorithms based on the Coulomb counting (Fig. 2)
are the most widely used approach to calculating SOC [3],
[18]–[21], preventing the disconnection of the battery from
the load. However, Coulomb counting is poorly suited to low-
power sensor nodes, because battery current (IB) monitoring
(i.e., current integration) is an always-ON process that con-
sumes significant power and energy (e.g., 180 μW for all the
battery run time [3]). Furthermore, these methods suffer from
the charge error accumulation [5].

In this paper, we demonstrate an algorithm and a com-
plete implementation for an accurate SOC indication with
sub-microwatt power consumption. Our proposed instanta-
neous linear extrapolation (ILE) algorithm is based on directly
estimating the EMF by modulating IB . The proposed SOC
indicator enables the on-demand operation, power-gating the
system when an SOC indication is not needed. It allows system
designers to reduce energy depending on how often the battery
state information is required. Therefore, the battery usage

time can be significantly extended using the proposed SOC
indicator. Furthermore, the proposed system does not require
Coulomb counting, relaxation time, or disconnection of the
battery from the load, ensuring continuous operation of the
wireless sensor nodes.

Section II describes the concept of the on-demand direct
EMF estimation with IB modulation. Section III analyzes the
IB transient response of the battery and discusses the measured
behaviors of large and small capacity batteries. Based on the
analysis and the measurement results, key findings for small
IoT batteries are derived. Section IV describes the proposed
ILE algorithm based on the key findings and the direct
EMF estimation with IB modulation, enabling the accurate
on-demand SOC indication. Section V highlights the issues
pertaining to the circuit implementation of the ILE algorithm.
Section VI presents the measurement results for a prototype
chip. Finally, conclusions are listed in Section VII.

II. ON-DEMAND DIRECT EMF CALCULATION

WITH IB MODULATION

Fig. 3(a) shows the block diagram of the proposed SOC
indicator, which consists of an IB modulator, a voltage sensor,
a current sensor, an analog-to-digital converter (ADC), a
memory, and a processor [22]. A current draw of the wireless
sensor node is modeled by a dc current source IL . The system
indicates SOC by directly calculating the EMF, which is
strongly correlated with the battery SOC across the battery
age and temperature [5], [16], [17]. Fig. 3(b) shows the
operating waveforms of the proposed SOC indicator. Once
a demand signal � is triggered during the normal operation
of wireless sensor nodes, IB modulator adjusts IB by adding
current IEX for a short time duration of DIND, which is
negligible considering battery usage time. Battery voltage VB

and IB behaviors during the IB modulation are monitored to
calculate the EMF of the battery. To sense the IB behavior,
the voltage difference across the current sensing resistor RS

(VB −VB_S) is changed to a proper range of input voltages for
the subsequent ADC by the current sensor shown in Fig. 3.
The unity gain buffers deliver the divided VB and VB_S to
a switched capacitor amplifier in the current sensor. The
switched capacitor amplifier in the current sensor modifies
the divided VB and VB_S to proper voltage levels. At the
same time, the voltage sensor modifies the level of VB to
conform to the following ADC input level. The switched
capacitor amplifier in the voltage sensor changes the level of
the divided VB provided by the unity gain buffer. The single
shared ADC digitizes both VB and IB by time multiplexing.
The ADC outputs are stored in the memory. The processor
directly calculates the EMF by the linear extrapolation of the
two known points [(IL , VL) and (IL + IEX, VEX)] stored in the
memory [Fig. 3(c)]. The system can repeat this single SOC
indication with an indication frequency fIND, which can be
determined based on how often the battery SOC information
is required.

The conventional SOC indications based on the Coulomb
counting [3], [18]–[21] are an always-ON process, dissipating
huge amounts of power and energy. Consequently, an effective
battery usage time tUSE is small for miniature IoT batteries in
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Fig. 3. Proposed SOC indicator. (a) Block diagram. (b) Operating waveforms. (c) Stabilized battery voltage (VB ) as a function of battery current (IB ).

low-power wireless sensor nodes that use this method. Time
tUSE is defined as the number of available hours of battery
uses while discharging the battery from 100% to 0% SOC. For
simplicity, a VB drop owing to the internal series resistance of
the loaded battery is neglected in this derivation. Time tUSE
with the Coulomb counting (tUSE_CC) is

tUSE_CC = Qtot

(IL + IQ)
(1)

where Qtot is the total charge in the battery at 100% SOC,
IQ is the current consumption of the SOC indicator, and IL

is the load current of the battery. For example, the Coulomb
counting [3] consumes 50-μA IQ . Assuming that a 12-μAh
Li-ion battery is applied with 10-μA IL , the time tUSE_CC
of [3] is only 12 min.

The proposed SOC indication enables the on-demand con-
trol, offering energy/power reduction by orders of magnitude.
Energy/power consumptions can be reduced by adjusting
fIND. Time tUSE of the proposed on-demand SOC indication
(tUSE_PROP) is

tUSE_PROP = Qtot

(IL + IQ × DIND × fIND)
(2)

where DIND is determined at 200 μs for a 12-μAh Li-ion bat-
tery by testing to minimize the indication error. Assuming that
the SOC information is monitored once per second ( fIND = 1
Hz), 10-μA IL is applied to a 12-μAh Li-ion battery, and
IQ is 50 μA, tUSE_PROP is 72 min, which is 12× longer
compared with the one of [3]. It should be noted that the on-
demand control is not available with the conventional Coulomb
counting because a Coulomb counter has to be connected to
the battery and operate for all the battery run time.

Conduction losses across RS with the proposed SOC indi-
cation and the conventional Coulomb counting are the same.
Even though the target IB range of the proposed system is
much smaller, the proposed and the conventional works have
the same relative power loss from RS over the battery power,
because the target battery power is also small. Therefore,
avoiding the conduction loss from RS can reduce the relative
power loss. The conduction loss can be easily avoided by

simply implementing a bypass switch which is synchronized
with demand signal for the indicator in parallel with RS .

III. KEY FINDINGS FOR MINIATURE IOT BATTERIES

A. Battery IB Transient Response

When IB abruptly changes, the battery requires stabilization
time τ for the stabilized VB at the changed IB [4]. As the
capacity of the battery gets larger, the required τ increases
due to the large surface area A of the electrode. After load is
applied to the battery, the battery starts to convert the chemical
energy to electrical one through charge-transfer reactions at
+, − electrode/electrolyte interfaces (O + ne ↔ R, O:
oxidized species, R: reduced species, e: electrons, and n: the
number of electrons involved in the charge-transfer reaction)
[5]. Typical concentration profile of the oxidized species in the
x-direction cO(x, t) in [mol/m3] when the IB transient occurs
is shown in Fig. 4 [4]. cb

O is the electrolyte bulk concentration,
and cs

O(t) represents the electrode surface concentration of
oxidized species when x = 0. δO(t) is the diffusion layer
thickness of the oxidized species in [m]. Based on the Sand
equation [23], τ can be represented as

τ =
(

nF A
(
cb

O − cs
O(τ )

)√
D0π

2IL

)2

(3)

where F is Faraday’s constant and D0 is a diffusion coefficient
in [m2/s], which is determined by the battery material. Assum-
ing that the large- and small-capacity batteries have the same
shape and the same chemical composition, D0, n, and cb

O of
both batteries can be considered to be equal. Large-capacity
batteries show lower cs

O (τ ) compared with small-capacity
batteries at given IB [5]. Therefore, larger A of the large-
capacity batteries yields longer τ compared with the small-
capacity batteries if the same IB transients are applied.

Fig. 5 shows the modeling of the loaded battery [5]. When
the battery is disconnected from the load and is relaxed after
sufficiently long relaxation time, the battery is in the state
of equilibrium. Voltage VB of the battery in the state of
equilibrium is the same as its EMF(= VOC). Potential drops



JEONG et al.: 42 nJ/CONVERSION ON-DEMAND SOC INDICATOR 527

Fig. 4. Simplified concentration profile of oxidized species in the x-direction.

Fig. 5. Modeling of the loaded battery.

Fig. 6. Measured VB across tdis with large IB transient (from 0 to 700 μA
at 0 tdis) using a 45-mAh Li-ion battery.

across resistive components (electrodes and electrolyte) can be
modeled as a voltage drop VR B across a single resistor RB [5].
These potential drops are linear with respect to IB and respond
to the IB transient immediately. The slow response to the IB

transient can be modeled as a voltage difference VRC across
several RC networks (R1, C1, . . . , RN , CN ).

B. Battery Measurement Results

Fig. 6 shows the measured VB versus the discharge time
(tdis) when IB changes abruptly from 0 to 700 μA at 0 tdis.
A 45-mAh Li-ion battery [25] with the EMF of 2.13 V is
tested at room temperature. Before discharging (tdis < 0), the
battery is in the state of equilibrium, and VB at 0 tdis is the
same as the EMF. Immediately following the application of

Fig. 7. Measured VB across tdis with small IB transient (from 0 to 10 μA
at 0 tdis) using a 12-μAh Li-ion battery.

Fig. 8. Proposed ILE algorithm.

the IB step, VB decreases by VR B(= 700 μA ×RB), which is
time independent and constant across tdis. As charge flows out
from the battery at the rate of 700 μC/s owing to the battery
discharging, the slope of VB will be −700 μA/Ctot, where
Ctot is the effective total capacitance of the battery. However,
the measured VB slope is steeper than −700 μA/Ctot, owing
to VRC , which respond to IL transient slowly. VRC increases
nonlinearly with tdis because the battery requires τ for the
stabilization. After the battery is stabilized, VRC becomes
constant. The VB slope becomes equal to −700 μA/Ctot.

Fig. 7 shows the measured VB versus tdis, when the IB

step from 0 to 10 μA is applied at 0 tdis. A miniature Li-ion
battery (12 μAh, [26]) with the EMF of 4.01 V is measured
at room temperature. As soon as IB changes, VB decreases
immediately by VR B(= 10 μA ×RB). VR B remains constant
during the battery discharging. In addition to this, VB keeps
decreasing due to the charge flowing out from the battery with
the slope of −10 μA/Ctot. Contrary to the 45-mAh battery [25]
with a 700-μA load step, VB of the 12-μAh battery [26] has
smaller VRC and larger VR B . Therefore, the 12-μAh Li-ion
battery [26] is stabilized earlier than the 45-mAh battery.

Because the miniature IoT battery provides faster response
to IB transient, the on-demand direct EMF estimation with
instant IB modulation discussed in Section II can be effec-
tively applied to small-capacity IoT batteries, as discussed in
Section IV.

IV. PROPOSED ILE ALGORITHM

Fig. 8 shows the proposed ILE algorithm. In Section III,
it was theoretically and experimentally verified that small
IoT batteries quickly respond to IB transients and exhibit
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Fig. 9. Another possible algorithm: adding constant IEX.

linear dependence between VB and IB . Based on these key
findings and the on-demand direct EMF estimation using the
IB modulator in Section II, the ILE algorithm is proposed
here. The ILE algorithm enables the indication system to
operate on-demand, offering orders of magnitude reduction in
the energy/power consumption without the Coulomb counter
or disconnection of the battery. Once the on-demand signal is
triggered, load current IL is measured, and VB at IL , which
is VL , is also measured. Second, IEX is added to IL with the
IB modulator. The voltage difference between VL and VEX,
which is �V L , is regulated by adjusting IEX with the IB

modulator. After the time duration DIND, IL +IEX is measured.
Even though small IoT batteries exhibit small dependence on
time, a minimal stabilization time DIND is required for the
batteries to be stabilized with the modulated IB . The value
of DIND is determined to be 200 μs through battery testing,
which emulates the IB modulation with a source meter. The
processor extrapolates from these two points, which are (IL ,
VL) and (IL + IEX, VEX), to finally estimate the EMF.

IL will naturally fluctuate as the sensor node performs
various tasks. Fig. 9 shows the another possible algorithm for
the on-demand direct EMF calculation with the IB modulation.
This algorithm adds constant IEX, unlike the ILE algorithm.
Therefore, if the IL fluctuation occurs while the SOC indi-
cation is in progress, IL + IEX also keeps changing. Owing
to the IB fluctuation, the battery cannot be stabilized with a
single-modulated IB . Therefore, the SOC indication will be
inaccurate with this algorithm. However, the ILE algorithm
regulates �V L by adaptively controlling IEX. Therefore, when
IL fluctuates, stable IL + IEX can be guaranteed for the time
duration DIND using the ILE algorithm. Therefore, an accurate
SOC indication is provided using the proposed ILE algorithm.

V. CIRCUIT IMPLEMENTATION

A. Top Architecture

Fig. 10 shows the top-level architecture of the com-
plete SOC indicator based on the proposed ILE algorithm.
Fig. 11 shows the timing diagram of the proposed SOC
indicator. A 3-k� current-sensing resistor RS senses IB . CL

emulates the decoupling capacitance of the sensor node system
while its current draw IL is modeled by a dc current source.
The whole system is turned off unless the power-gating signal

Fig. 10. Top architecture of the proposed SOC indicator.

Fig. 11. Timing diagram of the proposed SOC indicator.

VS_IND is set. At the rising edge of the on-demand signal �,
which is applied from the outside of the indication system,
the edge detector in the controller forces the LDO to generate
the internal supply VDD and VS_IND is set to begin a single
indication. The clock generator starts to provide a 100-kHz
system clock (CLK_SYS) to the controller and an 800-kHz
clock (CLK_ADC) to the ADC. After 1.5 cycles of CLK_SYS
for system stabilization, VS_AZ is set for the battery current
and voltage (IB and VB) sensor to perform auto-zeroing.
After auto-zeroing, VS_V B and VS_I B become “high” at the
same time, and the IB and VB sensors sense VL and IL . VL

and IL information are changed to proper input levels of the
subsequent single-shared 8-bit ADC. The outputs of the IB and
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Fig. 12. Schematic of the ACS.

VB sensor are denoted by VO_I B and VO_V B , respectively.
The ADC digitizes VO_V B first, and then the ADC output
for VL is loaded in D flip-flops (DFFs) at the rising edge of
VADC_VL. VOIL with IL information is also digitized through
the ADC subsequently, and the output of ADC is stored in
DFFs at the rising edge of VADC_IL. After these VL and IL

sensing procedures are completed, the IB modulator, which is
called an adaptive current stabilizer (ACS), starts to operate
and IEX is additionally applied to the battery. The ACS adjusts
the value of IEX by regulating the difference between VL and
VEX to be a reference voltage VREF_ACS1. After 200-μs DIND,
VS_I B is set again and IL + IEX is sensed using the IB sensor.
The information about IL + IEX is digitized using the ADC,
and then the output of the ADC is stored in DFFs at the
rising edge of VADC_IEX. The overall time for a single SOC
indication operation is 350 μs. The ADC consumes 0.2 μA.
Following this SOC indication operation, VS_IND and VS_EX
become “low.” Therefore, the system is turned off and waits
for the next rising edge of �. Owing to the timing issue
associated with digital logic gates, one of the output values
(8 bits of DOUT) was not correctly latched by the on-chip
DFFs and required external recording.

B. ACS

Fig. 12 shows the schematic of the ACS. One design
challenge is that IL will naturally fluctuate as the sensor
node performs various tasks during the time duration DIND.
Accurate measurement of VEX would, then, require an added
stabilization time with a constant IL + IEX, which is imprac-
tical. We apply an adaptive IEX to the battery by regulating
the difference between VL and VEX to be the reference value,
using the ACS. The ACS is composed of a switched capacitor
amplifier, an error amplifier, and IEX branch. The ACS is
turned off unless VS_IND is set. Fig. 13 shows the operating
waveforms of the ACS. When VS_EX is “low” and VS_IND
is “high,” a two-stage amplifier A0 operates as a unity-
gain amplifier. Therefore, the negative input of A0, which is
VIN_SWA, is regulated at VREF_ACS0, and the voltage difference
between VB and VREF_ACS0 is stored in C0. VS_EX is set, and
then IEX is additionally applied to the battery through IEX

Fig. 13. Operating waveforms of the ACS.

branch composed of S1, MN0, and MP0, and VB decreases.
At the same time, switch S0 is opened, and the switched
capacitor amplifier (which consists of A0, C0, C1, and S0)
starts to operate. The difference between VL and decreased VB

due to IEX is amplified at the output of the switched capacitor
amplifier VO_SWA with the gain of C0/C1 and the voltage
baseline of VREF_ACS0. The value of VREF_ACS0 is determined
at 2 V to maximize the accuracy of the switched capacitor
amplifier. A level-shifted VS_EX (VS_EX_LC) is applied to S0
and S1 to fully turn off S0 and S1. VO_SWA is compared
with the reference voltage VREF_ACS1 using a two-stage error
amplifier A1. The output of A1 (VFB) is connected to the gate
of MN0 in the additional current IEX branch. The feedback
loop, which is composed of the switched capacitor amplifier,
A1, and the IEX branch, is built up. Therefore, the difference
between VL and decreased VB due to IEX (VEX) is regulated
at (VREF_ACS1 − VREF_ACS0) · C1/C0 by adjusting IEX.

The values of VREF_ACS1 and C0/C1 should be determined
carefully because these are highly related to the power dissi-
pation and SOC indication accuracy. Larger VREF_ACS1 with
fixed C0/C1 leads to larger VL − VEX. Because the dynamic
range of IB is much larger than the one of VB , larger
VL −VEX requires much higher IEX which increases the power
consumption for the SOC indication. Similarly, smaller C0/C1
with fixed VREF_ACS1 yields larger VL − VEX, which also
results in increased power consumption. Fig. 14 shows the
average power consumption due to adding IEX as a function
of VREF_ACS1 and C0/C1 with 12-μAh [26] battery if fIND
and DIND are 1 Hz and 200 μs, respectively. VB is assumed
to decrease linearly through 100% to 0% SOC for a simplicity.
Therefore, an average VB of 3.55 V is considered in this
power consumption calculation. IEX/(VL − VEX) is supposed
to be 0.15 μA/mV considering the measurement results of
the 12-μAh battery [26]. The power consumed owing to IEX
branch is calculated to figure out the relationship between the
power consumption, VREF_ACS1 and C0/C1. On the other hand,
small VREF_ACS1 or large C0/C1 yields small VL − VEX. This
means that IEX also becomes small, requiring a high-resolution
ADC to digitize IL and IL + IEX. The SOC indication accuracy
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Fig. 14. Average power consumption from IEX as a function of VREF_ACS1
and C0/C1.

is dependent on the quantization error at ADC. The estimated
EMF is

Est. EMF = (VREF_ACS1 − VREF_ACS0)C1/C0

(IL + IEX) − IL
IL + VL . (4)

Considering the quantization error Q at digitizing current
information, the estimated EMF can be represented as

Est. EMF = (VREF_ACS1 − VREF_ACS0)C1/C0

(IL + IEX + I (QIL+IEX)) − (IL + I (QIL))

× (IL + QIL) + VL (5)

where QIL+IEX and QIL are the quantization errors at IL + IEX
sensing and IL sensing, respectively. The maximum quan-
tization error in this paper is 1.15 mV because the ADC
resolution is 2.3 mV. In the worst case, QIL+IEX and QIL are
1.15 and −1.15 mV, respectively. The SOC indication error
(real EMF − estimated EMF) across VREF_ACS1 and C0/C1 in
this worst case is shown in Fig. 15. VL and IEX/(VL − VEX)
are considered to be 3.5 V and 0.15 μA/mV, respectively.
IL is assumed to be 10 μA. Furthermore, if VREF_ACS1 is
small or C0/C1 is large, VL − VEX should be regulated at a
few millivolts, which is highly sensitive to the feedback errors
(noise of node VB or offsets of the feedback loop). These
increase the design cost of the feedback loop. Fig. 16 shows
the SOC indication error across VREF_ACS1 and C0/C1 with
feedback errors. A voltage error of 500 μV at VB node
during the feedback loop operation is assumed. IL and VL

are 10 μA and 3.5 V, respectively. VREF_ACS1 of 2.2 V and
C0/C1 of 5 are used to provide 40-mV regulated VL − VEX
through the feedback loop. This yields 4.26-nW average power
consumption due to IEX, and the indication error less than
4 mV regarding the ADC quantization and the feedback errors.
For example, a 50% SOC battery [26] at room temperature
with 10-μA IL yields 6-μA IEX.

The loop stability of the ACS is dependent on four stages,
which are the switched capacitor amplifier, the error amplifier,
the IEX branch, and the battery. When IB abruptly changes,
the battery overpotentials require an enough time to complete
its response to the IB transient. When VB is 3.6 V, the sim-
ulated dc gain, the phase margin, and the gain margin of the
feedback loop are 58 dB, 67°, and 21 dB, respectively. In this

Fig. 15. SOC indication error as a function of VREF_ACS1 and C0/C1 with
the quantization error at ADC.

Fig. 16. SOC indication error as a function of VREF_ACS1 and C0/C1 with
the feedback error.

simulation, the battery is modeled based on Fig. 5 where the
voltage-source EMF is replaced with the voltage-controlled
voltage source which is dependent on the SOC level with self-
discharge.

Fig. 17 shows the simulated waveforms of the ACS when
IL abruptly changes during the SOC indication process. Ris-
ing/falling times of 100-ps and 10-pF CL are assumed in
this simulation. When a light-to-heavy IL transition occurs
at t0, the ACS reduces IEX to maintain the desired VL − VEX
by decreasing VFB. In a heavy-to-light IL transient, IEX is
increased by the ACS to regulate VL − VEX at the desired
value. The maximum IL transient amplitude that the ACS can
manage is limited by: 1) The desired VL − VEX value and
2) The current capability of IEX branch shown in Fig. 12. First,
the desired VL − VEX value determines the maximum IL tran-
sient amplitude when the light-to-heavy IL transient occurs.
In this paper, VL − VEX is regulated at 40 mV, yielding 6-μA
IEX when IEX/(VL − VEX) is supposed to be 0.15 μA/mV.
If the amplitude of the light-to-heavy IL transient is larger
than 6 μA, the ACS cannot regulate VL − VEX, and VL − VEX
gets larger than 40 mV even though the feedback loop in the
ACS turns off the IEX branch. The maximum amplitude of
the light-to-heavy IL transient can be increased by applying



JEONG et al.: 42 nJ/CONVERSION ON-DEMAND SOC INDICATOR 531

Fig. 17. Simulated waveforms of the ACS with IL transient.

higher VREF_ACS1 at the expense of the power consumption,
as shown in Fig. 14. Second, the current capability of IEX
branch limits the maximum amplitude of the heavy-to-light
IL transient. When the heavy-to-light IL transition occurs
during the ACS operation (Fig. 17), the ACS compensates
the decreased IL . If the amplitude of the heavy-to-light IL

transient is larger than the maximum current that the IEX
branch can provide, IL + IEX cannot be the desired value for
the VL − VEX regulation even though the IEX branch draws its
maximum current. In this paper, the maximum amplitude of
the heavy-to-light IL transition that the ACS can compensate is
8 μA. The maximum amplitude can be increased by increasing
the MOSFET size of the IEX branch.

Figs. 18 and 19 show the simulation results of the
over/undershoots and settling time across the rising/falling
times and CL to discuss the speed of the ACS. Due to the lim-
ited speed of the feedback loop in the ACS, over/undershoot
can occur and settling time can be required when IL abruptly
changes (Fig. 17). To verify the performance of the ACS
in the worst case, the IL transient amplitude is determined
based on the discussion in the previous paragraph. The bat-
tery is modeled based on the testing results of the 12-μAh
battery [26]. IL before the transient is considered to be 10 μA.
In this simulation, settling time is defined as the required
time after the IL transient finishes, for regulated IL + IEX to
be settled within 1% of target IL + IEX. The settling time

Fig. 18. Overshoot and settling time of the ACS across rising time and CL
when light-to-heavy IL transient occurs.

Fig. 19. Undershoot and settling time of the ACS across rising time and CL
when heavy-to-light IL transient occurs.

and over/undershoots mainly depend on the capacitance of
CL and the rising/falling times. As the rising/falling times
increase, the over/undershoot decrease. The settling time also
gets smaller as the rising/falling times increase. Furthermore,
a larger CL decreases the over/undershoots. However, the set-
tling time gets worse as CL gets larger. The large CL slows
down the battery response to IEX change because the instant
current change is supplied from CL rather than the battery.
The current consumptions of the switched capacitor amplifier
and the error amplifier are 2 and 1.2 μA with 3-V supply,
respectively.

C. IB and VB Sensors

Fig. 20 shows a schematic of the IB and VB sensors.
The IB and VB sensors consist of dividers (1/2), unity-gain
buffers with two-stage amplifiers (A0, A2) and auto-zeroing
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Fig. 20. Schematic of IB and VB sensor.

schemes (AZ0), switched capacitor amplifiers with two-stage
amplifiers (A1, A3) and auto-zeroing schemes (AZ1), and
sample and hold circuits (S/H). The IB and VB sensors are
turned off when VS_IND is “low.” VS_IND becomes set, and the
IB and VB sensors start to operate. VB and VB_S are divided
by half through diode-connected pMOS dividers to reduce the
volume and power dissipation of the dividers. The unity-gain
buffers provide the stable inputs for the switched capacitor
amplifiers. The switched capacitor amplifiers adjust IB and
VB information to the input range of the subsequent ADC.
The S/H circuits store the outputs of the switched capacitor
amplifiers. The outputs of the S/H circuits are connected to
the ADC input. VS_AZ becomes “high” to auto-zero the unity-
gain buffers and switched capacitor amplifiers. When VS_I B

and VS_V B are “low,” A1 and A3 operate as unity-gain buffers.
Therefore, after the auto-zeroing period, the voltage difference
between the output of A2 (VBDI V ) and the common-mode
voltage (VCM) is stored in C0. At the same time, the voltage
difference between reference VREF_SEN and VCM is also stored
in C2. Afterward, VS_I B and VS_V B are set simultaneously,
and A1 and A3 start to function as a switched capacitor
amplifier. Therefore, to generate data for IB , the difference
between VB_DIV and VB_S_DIV is amplified by C0/C1 with
the voltage baseline of VCM. Following this amplification,
the output of A1 is sampled and provided to the ADC with the
S/H circuit. At the same time, to generate data for VB , the
difference between VB_DIV and VREF_SEN is amplified with
the gain of C2/C3 and the voltage baseline of VCM. After
the amplification period, the output of A3 is connected to the
S/H circuit and delivered to the ADC. The high accuracy
is desired for current and voltage sensing to increase the
SOC indication accuracy. Unfortunately, there is an input
offset of the unit gain buffer and the switched capacitor
amplifier, which is called VOFF. These offsets degrade the SOC
indication accuracy. The maximum SOC indication voltage
error is −34.7 mV without auto-zeroing; this value is obtained
based on simulations. Therefore, auto-zeroing schemes for
the unity gain buffer and switched capacitor amplifier are
implemented. AZ0 and AZ1 correspond to the auto-zeroing

Fig. 21. Monte Carlo simulation results of IB sensor with auto-zeroing (top)
and without auto-zeroing (bottom).

Fig. 22. Monte Carlo simulation results of VB sensor with auto-zeroing (top)
and without auto-zeroing (bottom).

scheme for the unity gain buffer and the switched capacitor
amplifier, respectively. Using these schemes, the maximum
SOC indication voltage error is reduced to 264.5 μV. Figs.
21 and 22 show the Monte Carlo simulation results of the
IB and VB sensors with and without AZ0 and AZ1. Errors in
the IB sensing (Error_IB) and the VB sensing (Error_VB) are
defined as ideal VO_I B− simulated VO_I B and ideal VO_V B−
simulated VO_V B , respectively. Standard deviations (σ) of
Error_IB are 150 μV and 4.5 mV with and without the auto-
zeroing schemes, respectively. Error_VB shows σ of 90 μV
and 1.9 mV with and without the auto-zeroing schemes,
respectively. The current consumption of the IB and VB sensor
is 16 μA with 3-V supply. Error on the resistance of RS does
not affect the indication error, because the IB sensing errors
due to the RS error are canceled out based on (4).
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Fig. 23. Die photograph of the test chip.

Fig. 24. Measured waveforms of the proposed SOC indicator.

VI. MEASUREMENT RESULTS

The test chip micrograph is shown in Fig. 23. The pro-
posed SOC indication system based on the ILE algorithm is
implemented using a 180-nm CMOS technology. The system
occupies 0.373 mm2 active area. Fig. 24 shows the measured
voltage waveforms. Once the on-demand signal � is triggered,
SOC indication starts at the rising edge of �. The power-gating
signal VSBIND goes low, and VL −VEX is regulated by the ACS.
Consequently, constant IL + IEX is maintained. The 120 μW
is consumed for 350 μs. Assuming a 1-Hz fIND, this yields
an average power consumption of 42 nW. System designers
can select an appropriate tradeoff of average power with the
rate of battery status updates.

Fig. 25 shows the measurement results of the implemented
SOC indicator. To verify the system’s accuracy, the EMF
measured using the ILE is compared with VOC obtained by
the voltage relaxation method. At 10-μA IL , 6 cycles, and
25 °C temperature, the maximum indication error over VOC
is 5 mV, and the maximum indication error is 1.7%, which
is defined as a difference between real SOC obtained from
the VOC curve and indicated SOC. The battery cannot be
measured until 0% SOC because of the series resistance of the
battery. At SOC region lower than 10%, the series resistance
of the 12-μAh [26] battery is approximately 85 k� with
10-μA IL . The discharge cutoff voltage of the 12-μAh battery

Fig. 25. Measured EMF as a function of SOC, compared with VOC.

Fig. 26. Measured EMF across temperatures, compared with VOC.

is 3 V. The 10-μA IL yields 0.85-V voltage drop. Therefore,
EMF lower than 3.85 V cannot be measured due to the voltage
drop across the series resistance. The lowest SOC limited
by this series resistance is defined as the end of discharge
(EOD). The value of the series resistance depends on SOC,
IL , temperature, cycle, etc. Fig. 26 shows the EMF measured
using the ILE, as a function of SOC, for different temperatures.
The maximum errors at 45 °C and 0 °C are 6.8 mV (>13%
SOC) and 8 mV (>15% SOC), respectively. As SOC gets
lower, the indication accuracy becomes worse due to the
nonlinear overpotentials inside the battery which get larger
as SOC decreases. This is because the bulk concentration of
the reacting species and the exchange current become smaller
at the lower SOC [5]. Furthermore, the time dependence of
the electrode surface charge concentration gets worse at the
lower SOC [4]. The maximum error at 0 °C is higher than
the one at 45 °C because longer stabilization time is required
for low temperature. Fig. 27 shows the EMF measured using
the ILE, as a function of SOC, for different cycle counts.
The maximum error is 8.7 mV (>11% SOC) for a 100 cycle
battery. The EMF measured using the ILE, as a function of
SOC, for various load currents, is shown in Fig. 28. With a
1-μA load current, the maximum error is 8 mV (>10% SOC).
The maximum error is 4.3 mV (>21% SOC) for a 30-μA load
current. Fig. 29 shows the EMF measured using the ILE, as a
function of SOC with various types of batteries. The 2- [27]
and 8-μAh [28] Li-ion batteries are measured. The maximum
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Fig. 27. Measured EMF across cycles, compared with VOC.

Fig. 28. Measured EMF across IL , compared with VOC.

Fig. 29. Measured EMF for different battery types, compared with VOC.

errors for 8- and 2-μAh batteries are 7 and 8 mV at SOC
larger than 11%, respectively.

To verify the feasibility of the proposed ILE algorithm
with different batteries, the ILE algorithm is emulated with
a source meter and automated testing. Fig. 30 shows the
flowchart, timing diagram, and test setting of the emulated
ILE algorithm. After the temperature chamber stabilization
and battery charging, the battery is discharged continuously
with IL . Once the demand signal � sets, IEX is additionally
applied to the battery and EMF is calculated based on the
ILE algorithm. Fig. 31 shows the measured indication error
across VOC and DIND using the emulated ILE algorithm with

Fig. 30. Flowchart, timing diagram, and test setting to emulate the ILE
algorithm.

Fig. 31. Measured indication error of the emulated ILE algorithm with a
1-mAh battery [29] and 5-μA IEX as a function of VOC.

1-mAh lithium battery [29]. IL and IEX are 10 and 5 μA,
respectively. Larger DIND enhances the indication accuracy
because it helps the complete response of the battery to
the IB modulation. The EMF decrement owing to the larger
DIND is considerably small because the amount of equilibrium
potential decrement due to IEX is negligible (<80 μV/s for
the 1-mAh battery [29] with 10-μA IEX). As VOC decreases,
indication error gets larger because lower SOC yields higher
nonlinear overpotentials [5]. Fig. 32 shows the measured
indication error of the 1-mAh battery [29] across VOC and
DIND using the emulated ILE algorithm when IEX is large
(90 μA). The overall indication error increases because a
longer time is required for the battery stabilization at 100-μA
IL + IEX. The target electrode surface concentration decreases
at heavy IB . Fig. 33 shows the measured EMF of emulated
ILE algorithm with the 45-mAh [25] battery. IL and IEX are
700 and 200 μA, because the 45-mAh battery has smaller VB

dynamic range at given IB range compared with the 12-μAh
battery. Therefore, 5-μA IEX causes VB change less than
0.1 mV. Even though the small IL and IEX lead to high
indication accuracy, this small amount of VB change is hard
to manage in the IC level. Owing to the large volume of the
45-mAh battery, the indication error gets worse. The proposed
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TABLE I

COMPARISON TABLE

Fig. 32. Measured indication error of the emulated ILE algorithm with a
1-mAh battery [29] and 100-μA IEX as a function of VOC.

Fig. 33. Measured EMF with the emulated ILE algorithm with a 45-mAh
battery [25] as a function of SOC.

ILE algorithm can be applied to the 45-mAh battery at the
SOC region larger than 55% with the indication error of less
than 10 mV.

Table I provides a performance comparison table including
several conventional SOC indicators implemented in integrated

circuits. The proposed technique enables the on-demand oper-
ation and offers several orders of magnitude reduction in
power, enabling the accurate SOC indication of miniature IoT
batteries while other techniques are not applicable for these
batteries owing to the high power consumption. Furthermore,
no disconnection between the battery and the load is required.
The −1% maximum SOC indication error is measured at
30-μA IL (2.5 C-rate of 12-μAh Li-ion batteries [26]) and
25 °C. Furthermore, 1.7% and 6.1% maximum SOC indi-
cation errors are measured at 25 °C and 0 °C, respectively,
at 0.2 C-rate.

VII. CONCLUSION

An ultralow-power SOC indication algorithm and integrated
system for the miniature IoT batteries are introduced in this
paper. Based on the key findings of the miniature IoT batteries,
on-demand direct EMF calculation with IB modulation is
proposed, which is called ILE algorithm. The on-demand
SOC indication offers several orders of magnitude reduc-
tion in power/energy, which significantly extends usage time
of the miniature IoT batteries. The ILE algorithm itself is
experimentally verified. The ILE algorithm is implemented in
integrated circuits using a 180-nm CMOS technology. The
ACS regulates VL − VEX rather than IEX to modulate IB ,
enhancing SOC indication accuracy under battery load current
fluctuation. IB and VB information are accurately digitized
using IB and VB sensors with auto-zeroing schemes. The
implemented system consumes 42 nW assuming 1-Hz fIND.
The maximum SOC indication error is 1.7% with 12-μAh
miniature battery. SOC indication accuracy using the proposed
system across various conditions (SOC levels, temperatures,
cycles, load currents, and battery capacities) is experimentally
verified. Furthermore, the system does not require battery
disconnection, relaxation time, and always-ON current inte-
gration. The minimum applicable battery capacity is as low as
2 μAh due to the low power/energy consumption and the high
accuracy.
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