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Abstract— This article describes an ultralow-power (ULP)
temperature-compensated crystal oscillator (TCXO) with a
pulsed-injection XO driver for IoT applications. Temperature
compensation is achieved by changing the load capacitance (CL )
between two values using a delta-sigma modulator (��M). The
complex modulation profile across temperature is approximated
as piecewise linear elements that is selected by a coarse tempera-
ture sensor. As a result, the power and area of fine-grain look-up
tables (LUTs) or a polynomial engine used in prior works can be
avoided. The proposed pulsed-injection XO driver that directly
replenishes the energy of the CL sustains the XO oscillation for
the two different CL states. Implemented in 40-nm CMOS, the
proposed 32.768-kHz TCXO achieves an accuracy of ±4.2 ppm
from −20 ◦C to 85 ◦C with just three-point trimming and an
Allan deviation floor of 34 ppb while consuming 43 nW, which is
an approximate 8× improvement over the recent state-of-the-art
TCXOs.

Index Terms— Piecewise linear (PWL) approximation, pulse
injection XO, real time clock (RTC), temperature compensation,
temperature-compensated crystal oscillator (TCXO).

I. INTRODUCTION

AREAL-time clock (RTC) is often realized using a
32.768-kHz (215 Hz) crystal oscillator and is essential in

battery-operated IoT devices used in smart homes, industrial
monitoring, etc., [1]–[12]. Since an RTC is always on, its
power consumption must be much lower than other circuits
of the IoT device that can be duty-cycled. Moreover, its
accuracy must be high because timing uncertainty yields
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longer radio ON-time during synchronization, incurring high-
energy penalties [2]. For example, in applications such as
smart metering, clocks are required to maintain frequency error
of less than ±5 ppm across a wide range of temperatures.

Recently, several ultralow-power (ULP) RTC oscillators
using tuning fork crystals have been proposed, which include
amplifier-based XO [6], [14], [15] or pulsed-injection XO
[1]–[4], [13]. The XOs using amplifiers use an inverting
amplifier or dc-sustaining amplifier and thus consume static
current. Moreover, they are sensitive to process, voltage,
and temperature (PVT) variation, and it is hard to tune
the oscillation frequency. To avoid the use of an amplifier,
pulsed-injection drivers [1]–[4], [13] that directly replenish
the energy of the XO load capacitors (CL s) were intro-
duced. The pulsed-injection driver provides energy via narrow
pulses to compensate for the crystal energy loss only at
peaks and valleys of crystal oscillation, and thus achieves
high-energy efficiency. Unfortunately, existing ULP oscillators
[1]–[4], [6], [13]–[15] are not temperature compensated and
hence have a frequency inaccuracy of more than 100 ppm
across temperature due to the inherent temperature character-
istics of tuning fork crystals [16], [17].

To achieve a frequency accuracy of less than ±5 ppm,
a temperature compensation scheme based on a fractional-N
phase-locking loop (PLL) [7]–[9] or frequency interpolation
[10] has been presented. In [7]–[9], temperature compensation
is implemented using a third-order polynomial engine which
controls the division value of a fractional-N PLL. In [10], tem-
perature compensation is achieved via frequency interpolation,
using duty-cycled CL in a fractional divider and polynomial
engine. While these previous works achieve good frequency
accuracy, they suffer from μW-level power as they all require
a polynomial engine, a high-frequency oscillator as well as a
high-resolution temperature sensor.

In this article, we introduce an ULP temperature-
compensated XO (TCXO) [5]. Temperature compensation is
achieved by changing the CL through a 1-bit delta-sigma
modulator (��M). The complex modulation profile necessary
to compensate for the temperature variation of the crystal is
approximated with several piecewise linear (PWL) elements
from which the needed element is selected by a coarse temper-
ature sensor. The advantage of the proposed approach is that,
unlike conventional TCXOs, the temperature is never explicitly
determined or used to index a large look-up table (LUT)
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Fig. 1. (a) Concept of changing XO frequency by modulating CL , (b) tem-
perature characteristic of f0 and f1, and (c) graph of favg across μ.

controlling a fine-grain capacitor DAC (CDAC) connected to
the XO. Instead, only a small number of PWL parameters
are stored, which are directly converted by the ��M into
the single-bit CL modulation. The proposed TCXO achieves
43-nW power consumption at room temperature, which is 8×
lower than prior state-of-the-art TCXOs while maintaining a
frequency accuracy of ±4.2 ppm across a temperature range
from −20 ◦C to 85 ◦C with only three-point trimming.

The article is organized as follows. In Section II, the
concept of the temperature compensation scheme using a
single switched CL and the overall architecture of the pro-
posed TCXO are described. Section III introduces the circuit
implementation of the proposed pulsed-injection XO driver.
Section IV presents the implementation details of the current-
steering DACs, the single-bit ��M, the dual-slope based
temperature sensor, and the small LUT. Measurement results
of the TCXO are presented in Section V. Finally, the article
is concluded in Section VI.

II. PROPOSED TCXO

A. Temperature Compensation

The proposed TCXO exploits the fact that frequency of
a tuning-fork crystal changes according to CL , i.e., XO fre-
quency increases as CL decreases. Fig. 1(a) depicts an XO
that has two different load capacitances, CL0 and CL0 + CL1

which results in frequencies of f0 and f1, respectively. For
each CL , the frequency accuracy across temperature is more
than 100 ppm as shown in Fig. 1(b). By switching between
the two CL values, average XO frequency ( favg) can be varied.
The average frequency then corresponds to the bit density (μ)
of the switch connected to CL1. Connecting CL0 + CL1 and
CL0 to the XO for the ratio of μ to 1 − μ results in an favg

that is

favg = 1

μ · 1
f1

+ (1 − μ) · 1
f0

(1)

Fig. 2. (a) n-segment PWL μ̂(T ) function, and (b) favg accuracy over
temperature after compensation.

with a graph as shown in Fig. 1(c). Therefore, using a single-
bit CL modulation, we can achieve a temperature-independent
favg if f0 and f1 are appropriately weighted and summed in
time, which is similar to the �� divider in a fractional-N PLL.
To keep a temperature independent favg, the required μ over
temperature can be calculated by rearranging (1) as follows:

μ(T ) =
1

favg
− 1

f0(T )

1
f1(T )

− 1
f0(T )

(2)

where

f0(T ) = f0,25 ◦C

(
1 + � f 0(T )

f0,25 ◦C

)
(3)

f1(T ) = f1,25 ◦C

(
1 + � f 1(T )

f1,25 ◦C

)
(4)

f0,25 ◦C and f1,25 ◦C are f0 and f1 at 25 ◦C, respectively,
and � f0(T ) and � f1(T ) are the frequency deviation of f0

and f1 across temperature, respectively. It is noted that the
shape of the required μ(T ) is similar to the temperature
characteristics of XO [i.e., ((� f (T ))/ f25 ◦C)] which is a high-
order function. To accurately implement a high-order μ(T )
function on-chip, a polynomial engine or a large LUT is
required. However, to reduce the cost, complexity, and power
consumption, we approximate the required μ(T ) using μ̂(T )
with an n-segment PWL function. For example, the μ(T ) and
μ̂(T ) of a four segment case is shown in Fig. 2(a) and its
corresponding frequency error is shown in Fig. 2(b), where
it can be seen that the error can be reduced, although it is
larger than the case of ideal μ(T ). The frequency accuracy
depends on the number of PWL segments (n), where larger
n results in better accuracy. This is shown in Fig. 3, where
we used the above equations and PWL approximations on a
commercial XO’s temperature characteristics. It can be seen
that n ≥ 9 results in frequency accuracy of less than 1 ppm.
In our design we chose n = 10 to have some margin.
Moreover, to reduce the frequency error degradation caused by
error in the temperature switching point due to the hysteresis
or offset of the PWL segments, ±3 ◦C margin was added at
the end of each PWL segment as shown in Fig. 4(a). With this
margin, the frequency error appears as shown in Fig. 4(b), and
the frequency error can be maintained even if the temperature
section is selected incorrectly within ±3 ◦C.

To generate the PWL μ̂ function, we employ two types
of current sources Ia and Ib, where Ia is a temperature-
proportional current, and Ib is a temperature-independent
current. By combining a · Ia and b · Ib, we can build a
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Fig. 3. Frequency accuracy over temperature according to the number of
PWL segments (n).

Fig. 4. (a) PWL μ̂(T ) function w/ and w/o a margin of ±3 ◦C, and the
(b) corresponding frequency error.

Fig. 5. Implementation of PWL μ function.

linear function of temperature with different slopes and offsets
depending on coefficients (a, b). Therefore, if coefficients
(a, b) are correctly set for each PWL segment, the necessary
PWL current source can be created. Note that PWL coef-
ficients (a, b) are stored in an LUT. The combined current
(a · Ia + b · Ib) is applied as the input of �� modulator
and digitized to a single-bit stream as shown in Fig. 5. As a
result, the bit density of the �� modulator μDSM has the same
PWL μ̂ shape over temperature. The output of DSM (DDSM)
then controls the single-bit CL , thereby compensating favg over
temperature.

B. Overall TCXO Architecture

The block diagram of the proposed TCXO is shown in
Fig. 6. It consists of a coarse temperature sensor, an LUT, two
current-steering DACs (a·Ia, b·Ib), a single-bit �� modulator,
and a pulsed-injection XO driver. The coarse temperature
sensor selects the appropriate PWL segment by having the

Fig. 6. Block diagram of the proposed TCXO architecture.

Fig. 7. Concept of the XO driver with two different CL states. (a) Simplified
circuit, and (b) abstract waveform with CL0 and (c) CL0 + CL1.

Fig. 8. CL transition with CL1 pre-charge voltage of (a) VSSH, and (b) middle
of the oscillation.

output of the temperature sensor (DTemp) index an n-entry LUT
that stores n pairs of PWL parameters as coefficients (a, b).

The combined current of a · Ia + b · Ib which represents the
PWL function is then digitized by a single-bit ��M whose
output has a bit density of μ̂(T ). For the XO driver, a pulsed-
injection scheme is used to minimize the power consumption
[1]–[4], [13]. The XO driver handles two load capacitance
states (CL0, CL0 + CL1) and injects energy at the peak and

Authorized licensed use limited to: University of Michigan Library. Downloaded on February 14,2024 at 18:29:17 UTC from IEEE Xplore.  Restrictions apply. 



1178 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 57, NO. 4, APRIL 2022

Fig. 9. Proposed pulsed-injection XO driver: (a) architecture and (b) timing diagram.

Fig. 10. Simulated power consumption of pulsed-injection switches according
to the delay of the slicer.

valley of crystal oscillation to reduce phase error [1], [18].
In addition, the XO driver generates a reduced clock frequency
(CLKXO/64) for the other blocks to reduce energy and noise.

III. PULSED-INJECTION XO DRIVER

A. Changes in XO Due to Different CL

The proposed XO driver that includes two sets of
pulsed-injection switch drivers with different supplies is shown
in Fig. 7, which is designed to achieve high-energy effi-
ciency. Although a single pulsed-injection switch driver can
be used [1]–[4], [13], it causes a couple of issues. Since
the output amplitude (VOSC) of the XO changes according
to CL [2], there are two different oscillation amplitudes that
the pulsed-injection switch driver must handle. If the driver
uses only a single low supply voltage VDDL and VSSL, energy
will be extracted from CL when VOSC is large (i.e., VOSC0).
This extraction of energy will cause the oscillation to rapidly
diminish and waste energy. On the other hand, if the driver
uses large supply (i.e., VDDH, VSSH), the large voltage drop
between the supply voltage and VOSC1 leads to high regener-
ation energy, which in turn results in poor energy efficiency.
Hence, instead of using a single pulsed-injection switch driver,
we propose having two pulsed-injection switch drivers with

different supplies. In detail, when CLKTRAN = 0, one of the
two drivers operates at VDDH and VSSH. When CLKTRAN = 1,
the other operates at VDDL and VSSL. Using this scheme, power
consumption is significantly reduced.

When CL changes, not only does the oscillation amplitude
change but also the dc voltage of the oscillation can shift,
which will cause an injection timing error. That is, when CL1

is connected to CL0, there is charge sharing between the two
capacitors, which sets the dc voltage. Since the initial voltage
of CL1 is unknown, the dc voltage is also uncertain and can
cause an injection timing error as shown in Fig. 8(a). To ensure
a constant dc voltage, CL1 is precharged to half the supply as
shown in Fig. 8(b).

B. Proposed XO Driver Architecture

Fig. 9 shows the complete schematic of the proposed
XO driver and its timing diagram. It consists of a startup
circuit, two pulsed-injection drivers, a T/4-delay clock slicer,
a pulse generator, a frequency divider, and a CL1 transition
timing circuit. The startup circuit is based on a Pierce XO
and it is connected in parallel to the proposed driver and
turned off when the XO has established its oscillation. The
proposed pulsed-injection driver which is an all-nMOS single-
ended driver, can reduce the power consumption compared to
pMOS/nMOS complementary drivers [2]–[4], [13] or differen-
tial drivers [1] since it requires less injection pulses. Moreover,
the single-ended driver reduces the injection timing error due
to dc voltage fluctuation of VX,IN when a CL value change
occurs. We sized the pulsed-injection switches considering the
on-resistance RON. When TON < RON · Ceq,SW, the oscillation
energy is not sufficiently replenished within TON, and thus the
energy efficiency is degraded. To reduce RON, a large switch
with a level-converted control signal is used. As a result, the
proposed pulsed-injection driver has RON of 1.75 k� which is
much smaller than TON of 1 μs when multiplied by Ceq,SW.
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Fig. 11. Circuit schematic of (a) slicer, and (b) pulse generator with level converter.

For the pulsed-injection driver, a timing control circuit for
the pulse injection at the peak and valley of the oscillation
is needed, which requires an T/4-delay generation. Note that
the accuracy of this delay affects the power consumption
of the pulsed-injection driver since injection timing error
will cause waste of regeneration power [18]. The simulated
power consumption of pulsed-injection switches according
to the delay are shown in Fig. 10 where it can be seen
that deviation from TXO/4 increases the power consumption.
In [2], [3], and [13], T/4-delay is generated by a delay-locking
loop (DLL) or a PLL which consumes large power and area.
In [4], delay is generated in the slicer whose transistors are
biased on the edge of conduction. Unfortunately, there is
significant delay variation with change in PVT. To reduce the
power consumption and variation of the T/4-delay, we employ
the T/4-delay clock slicer [1], which performs zero-crossing
detection and the T/4-delay generation to provide a proper
pulse injection timing. To reduce the PVT variation of the
delay, a cascode structure is employed. The circuit schematic
of the slicer is shown in Fig. 11(a). Simulation results show
that T/4-delay variation is within ±15% across PVT variation.

The schematic of the pulse generator with a level converter
is shown in Fig. 11(b). Pulses are generated at the CLKXO

edge using a delay cell and XOR gate. The pulsewidth (TON)
is designed considering the regeneration efficiency [2], which
is optimum when TON is about 10% of TXO. This is because
larger TON improves the efficiency, but having too large TON

degrades the efficiency as more energy is dissipated through
the switches. In our design, we chose TON to be 1 μs (3.3%
of TXO) to have margin for PVT variation. The simulated TON

varies from 1.7% to 8.3% of TXO across PVT variation. The
first stage of the delay cell is implemented using a current
starving structure with IREF to reduce delay variation. To lower
RON, a level converter is used to up-convert the pulses to
the high supply voltage VDD,High. VINJ,SSH and VINJ,SSL have
a pulse at the rising edge of CLKXO depending on CLKTRAN.
VINJ,DDH and VINJ,DDL have a pulse at the falling edge of
CLKXO depending on CLKTRAN.

A frequency divider generates a 1/64 duty-cycled clock
CLKXO/64 of 512 Hz. A CL transition timing circuit which
consists of the fast slicer and D-flip-flop is turned on only

Fig. 12. Circuit schematic of (a) subthreshold current source, and (b) current-
steering DAC.

when CLKXO/64 is high. Hence, the energy and noise from
transitions are reduced by about 1/64. A folded cascode
amplifier is used as the fast slicer to detect when VX,IN crosses
0◦. The amplifier has a gain of 44 dB with a gain-bandwidth
of 3.3 MHz and a power consumption of 15.2 nW, but the
power consumption is reduced to 0.24 nW by duty cycling.
The timing variation of the slicer is less than 0.5 μs across
−40◦ to 85 ◦C. CLKTRAN changes according to the output of
��M when the fast slicer output changes.

IV. IMPLEMENTATION DETAILS

A. Current-Steering DACs

The PWL function is realized with current-steering DACs
with a unit current source Ia that is proportional to temperature
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and Ib that is constant. Fig. 12(a) shows the schematic of the
subthreshold current source Ia and Ib. Current IOUT can be
calculated using the following equation:

IOUT =
{(

Vth,1 − Vth,2
) + nkT

q
· ln

(
W2/L2

W1/L1

)}
· fXO · CS

(5)

where Vth,1 and Vth,2 are the threshold voltages of M1

and M2, respectively, and (W1/L1) and (W2/L2) are the
W /L ratios of M1 and M2, respectively. Since the threshold
difference has a small temperature dependence, it can be
seen that the temperature coefficient of the output current
can be controlled by the size ratio ((W2/L2)/(W1/L1)), and
the temperature-independent part is related to the threshold
voltages. For the PTAT current source Ia , M1 and M2 have
the same threshold voltage and different W /L ratios, so the
current can be expressed as follows:

Ia =
{

nkT

q
· ln

(
W2/L2

W1/L1

)}
· fXO · CS . (6)

We set W2/L2 as three times W1/L1, and CS as 24 fF so that Ia

is ∼30 pA at 27 ◦C with a sensitivity of 0.11 pA/◦C. On the
other hand, for Ib, where M1 and M2 have the same W /L
ratio and different threshold voltage by changing the channel
length, the current can be expressed as follows:

Ib = (
Vth,1 − Vth,2

) · fXO · CS . (7)

We set L1 as 2.5 times L2, and CS as 24 fF so that Ib is
∼40 pA. The temperature characteristics of Ia and Ib can
be impacted by parasitic capacitance or process mismatch.
However, the TCXO performance is not significantly affected
since this variation was accounted for when calculating the
coefficients a and b.

A switched capacitor resistor using CS is used to achieve
a large resistance (∼1.3 G�) to reduce power consumption.
Ultralow-leakage composite switches [4] are used to suppress
the switching leakage by decreasing V DS when switches
are turned off. Also, dummy transistors are implemented to
compensate for clock feedthrough. A cascode structure is used
to improve the performance of the current mirror and pMOS
devices are used for M1 and M2 to remove body effect.

A 12-bit current-steering DAC for the PWL function is
shown in Fig. 12(b), where direction of the current is deter-
mined by the signs of a and b. For the 6-bit MSB, 63 ther-
mometer coded current sources are used to improve linearity.
For the 5-bit LSB, a duty-cycled current source is used where
it is turned on from a single period of XO (i.e., TXO) to
31 · TXO, resulting in a duty cycle of 1/32–31/32. As a result,
the total charge from the DAC during one integration period
(i.e., 32 · TXO) of ��M can be expressed as

�Q = D0 · {(
D1 · 25 + · · · + D6 · 20

) · ILSB · 32TXO

+ ILSB · (
D7 · 24 + . . . D11 · 20) · TXO

}
(8)

where D0 is the sign bit, D1 − D6 is the MSB and D7 − D11

is the LSB.

Fig. 13. Single-bit 1st-order ��M: (a) circuit schematic, and (b) timing
diagram.

Fig. 14. Circuit schematic of (a) amplifier, and (b) clocked comparator of
��M.

B. Single-Bit 1st-Order ��M

Fig. 13(a) shows the circuit schematic of the 1st-order ��M
which produces a single-bit stream with the desired bit density
μ̂(T ). The associated timing diagram is shown in Fig. 13(b),
where φ1, φ1d , φ2, and φ2d are non-overlapping clocks with
a frequency of fXO/64 for bottom plate sampling [19]. The
combined current, a · Ia+b· Ib, is accumulated on the integrator
capacitor (CINT) during φ2 which has a period of 32 ·TXO. The
1-bit feedback DAC is consists of a current 2 · Ib. Therefore,
the bit density μDSM of the bitstream DDSM (0 ≤ μDSM ≤ 1)
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Fig. 15. Coarse temperature sensor using dual-slope conversion: (a) circuit
schematic, and (b) timing diagram.

can be expressed as follows:
μDSM = a · Ia + b · Ib

4 · Ib
+ 1

2
(9)

where can be seen that μDSM is proportional to a · (Ia/Ib)+b.
For the integrator, the error at the virtual ground node of the

amplifier due to offset, flicker noise, and finite dc gain is an
important issue. To reduce the error due to offset and flicker
noise, auto-zeroing using CA is adopted. In addition, to address
the error due to finite dc gain, as shown in Fig. 14(a),
a folded cascode amplifier is used, which achieves a high
gain of 95 dB under TT at 25 ◦C. In addition, an output
CMFB circuit is implemented using a differential-difference
amplifier structure for high impedance. The folded cascode
amplifier which includes the CMFB and a biasing circuit has
a power consumption of 7 nW, gain-bandwidth of 6.5 kHz
with a load capacitance of 2 pF. For the comparator, a double
latched structure [20] is employed to save power, and the input
transistor is moved to the bottom to reduce kick-back noise as
shown in Fig. 14(b).

We chose a 1st-order ��M because it can achieve sufficient
SNR to make frequency error caused by ��M below 1 ppm.
TXO with the ��M noise (μnoise) can be expressed as the
following equation:

TXO = (μ + μnoise) ·
(

1

f1
− 1

f0

)
+ 1

f0
. (10)

To make frequency error caused by μnoise below 1 ppm, μnoise

should be below 0.0081, which corresponds to SNR > 42 dB.
In a conversion time of 1 s (OSR of 512), the 1st-order ��M

Fig. 16. Block diagram of (a) conventional LUT, and (b) proposed low power
LUT.

can achieve an SNR of about 70 dB which corresponds to a
frequency error of less than 0.1 ppm. In addition, 1st-order
��M uses fewer amplifiers and simplifies the design com-
pared to a higher order ��M.

C. Coarse Temperature Sensor

A coarse temperature sensor divides the temperature range
and selects the PWL segment. Fig. 15 shows the circuit
schematic and timing diagram of the temperature sensor. It is
implemented using a 4-bit dual slope conversion architecture
that reuses Ia and Ib. Dual-slope conversion has the advantage
that it is immune to circuit parameter variation such as CINT

since such variation affects the up and down conversion in the
same way. The conversion takes 26 cycles of fXO (∼2 ms) and
it is performed only once every 212 cycles of fXO (∼125 ms)
to reduce power consumption.

The operation consists of four phases: φRST, φa, φb and
φCount. During φRST, it finds the bias point using unity-gain
feedback. During the next phase, φa , 2 · Ia is integrated to
CINT for 16 · TXO, and then during φb, Ib is integrated in the
opposite direction to CINT. The time ttemp for which VINT takes
to reach zero can be calculated as follows:

ttemp = 2 · Ia

Ib
· 16 · TXO. (11)

As Ia is proportional to temperature and Ib is temperature-
independent, ttemp is proportional to temperature. During
φCount, which starts 16 cycles after φb starts, the counter
measures the time until VINT becomes zero. As a result, DTemp

changes from 2 to 12 between −40 ◦C to 85 ◦C with an
interval of about 13◦.

D. Digital Circuits

The LUT stores 24 pairs of PWL parameters which deter-
mined the coefficients (a, b) of the 12-bit current DACs.
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Fig. 17. Die photograph.

The required (a, b) pairs are calculated off-chip and passed
to the chip through a scan-chain, and stored in the LUT.
Fig. 16(a) shows a conventional LUT which stores 192 (a, b)
pairs in D flip-flops and selects (a, b) through the multiplexer
according to DTemp. Although the LUT is digital logic which
does not dissipate power when inactive, its leakage power
can be significant. Simulation shows that a flip-flop consumes
65 pW of leakage power at 85 ◦C and the conventional LUT
implemented using flip-flops consumes 32 nW which is much
larger than other parts of the XO. To save power consumption
we used a transmission gate and latch instead of flip-flops.
In addition, the multiplexer is replaced by tri-state buffers and
a 4-to-24 decoder as shown in Fig. 16(b). Note that these are
static circuits and thus leakage does not affect the stored value
even if there is a slow clock or temperature drift. The stored
value is changed only when the LUT is updated by Scan-chain
(φSCAN = 1). One cell including a transmission gate, a latch,
and a tri-state buffer consumes about 3.7 pW when VDD is
0.45 V at 85 ◦C in simulation. As a result, the proposed LUT
consumes 6.8 nW at 85 ◦C which is a 4.5× power reduction
at 85 ◦C.

V. MEASUREMENT RESULTS

A prototype chip was implemented in a 40-nm CMOS
process. The chip micrograph is shown in Fig. 17 and the
area of the chip is 0.517 mm2. The fabricated chip is mounted
on a PCB and directly wire-bonded without any package. The
chip is connected to an SMD type crystal (ECX-34Q-S [21]).
Both CL0 and CL1 are implemented using an on-chip metal-
oxide-metal (MOM) capacitor with a value of 2.5 pF. A 0.9-V
supply is used for the temperature sensor, the ��M, and
the XO driver, and a 0.45-V supply is used for the LUT
and the XO driver. Four supply voltages used for the dual
pulsed-injection driver are VDDH = 300 mV, VSSH = 0 V,
VDDL = 225 mV, VSSL = 75 mV and they are provided
from off-chip. Note that these supplies are multiples of 75 mV
so that they can be implemented on-chip in the future work
using a simple switched capacitor ladder-topology from a
single supply voltage [2]. Such implementation consumes
several nWs to make three pairs of supply voltages and hence
we expect that adding an on-chip voltage generator for the
proposed TCXO will add less than 10 nW. The measured
frequency errors over variations in power supplies are shown in
Fig. 18(a)–(d). For each graph, one supply voltage is changed
while others are kept constant. It can be seen that the frequency

Fig. 18. Measured frequency error for four chips when power supplies
are changed. (a) 0.45-V supply for LUT and XO driver. (b) 0.9-V supply
for temperature sensor, the ��M, and XO driver. (c) Power supply for CL0
driver (VDDH). (d) Power supply for CL0 + CL1 driver (VDDL).

error is within 5 ppm for all supplies except for VDDL, which
results in about 12 ppm across 0.175–0.425 V.

The proposed TCXO consumes 43 and 67 nW at 25 ◦C
and 85 ◦C, respectively. The measured power breakdown is
shown in Fig. 19, where it can be seen that the ��M and
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Fig. 19. Measured power breakdown at (a) 25 ◦C and (b) 85 ◦C.

Fig. 20. Measurement results of 1st-order ��M: (a) fXO versus μ of ��M,
and (b) 214-point FFT.

current DACs dominate the power consumption. Since the
amplifier of the ��M uses a bias current that is constant
over temperature, the power consumption of the ��M does
not increase significantly with temperature. Digital circuits,
including the LUT, consume 4.4 times more power at 85 ◦C
than at 25 ◦C.

To test the performance of the CL modulation by the ��M,
μDSM was swept from 0 to 1 at 25 ◦C by changing coefficient
a with a fixed coefficient b. The measured fXO is shown
in Fig. 20(a) which shows that fXO decreases with μDSM as
estimated by (1). Fig. 20(b) shows the measured 214-point FFT
plot of the proposed ��M, demonstrating the 1st-order noise
shaping. The FFT is obtained with a sampling clock of 512 Hz
( fXO/64) and applying a dc-input. In a conversion time of 1 s
(OSR of 512), the ��M achieves an rms resolution of 11 bit
which corresponds to a frequency error of less than 0.1 ppm.

Fig. 21. Measured (a) bit density of ��M (μDSM) and (b) frequency error
of f0, f1, and fXO.

To determine the coefficients (a, b) for the LUT, the fol-
lowing method was used.

1) To find the temperature characteristic of the XO,
we measure f0 and f1 at three temperature points to
derive f0(T ) and f1(T ), which is needed to find the
parameters of the tuning fork’s quadratic function.

2) We compute the required μ using (2), and calculate the
PWL μ̂(T ), while adding ±3 ◦C margin at the end
of each segment to relax the accuracy requirement of
the temperature sensor. Since the ��M works properly
when 0.1 < μDSM < 0.9, we add an offset to μ if the
required μ is less than 0.1 or greater than 0.9. To add an
offset to μ, a pulse-swallowing method is used, which
removes one pulse every β cycles. Then, the required μ
changes as follows:

μ(T ) =
1

favg
− 1

f0(T )

1
f1(T )

− 1
f0(T )

− 1

β
·

1
f0,25 ◦C

1
f1,25 ◦C

− 1
f0,25 ◦C

. (12)

3) We determine the linear temperature transfer functions
of μ(Ia) and μ(Ib) by measuring μ when inputs of the
��M are Ia and Ib, respectively, at two temperature
points. Note that these temperature points can be the
same as the ones used for XO characterization.

4) We calculate the coefficients (a, b) for the LUT to obtain
μ̂(T ) = a · μ(Ia) + b · μ(Ib).

Fig. 21 shows the measured μDSM and frequency errors of
f0, f1, and fXO for one chip from −20 ◦C to 85 ◦C. The target
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TABLE I

PERFORMANCE SUMMARY AND COMPARISON WITH LOW-POWER STATE-OF-THE-ART TCXOS

Fig. 22. Measured frequency error of five chips.

Fig. 23. Measured Allan deviation.

frequency is 32.768 kHz. As shown in the frequency error
graph, the proposed TCXO achieves much lower frequency
error than f0 and f1. The measured frequency errors over
−20 ◦C–85 ◦C for five chips are shown in Fig. 22. The chips
are trimmed individually, and they achieve a frequency error
of ±4.16 ppm. It is noted that the pulse-swallowing changes
fXO to fXO ·β/(1 +β), so the measured fXO is less than both
f0 and f1 for some temperature region. By adding an offset
to fXO, the required CL1 is reduced, which saves the power
consumption of XO.

Fig. 23 is the measured Allan deviation operating at room
temperature during 2 h. Allan deviation confirms the long-term
frequency stability of the proposed oscillator. The black line is

the conventional Pierce XO used in the startup circuit, but not
turned-off after startup. The blue line is the proposed XO with-
out CL modulation, and the red line shows the proposed XO
when μDSM is 0.5. When enabling the ��M, the long-term
stability deteriorates. When ��M is enabled, the noise due
to clock feedthrough and charge injection is generated at the
switches between CL1 and XO. The noise injected into the XO
is proportional to the number of switching [1]. Therefore, the
Allan deviation is the worst when μDSM is 0.5 because the CL

transition occurs most frequently. In the worst case, the Allan
deviation floor is measured to be 34 ppb, which is about twice
as large as the Allan deviation floor when disabling ��M.

The performance of the TCXO is summarized in Table I
and compared to other state-of-the-art low power TCXOs.
As can be seen, the proposed work achieves the lowest power
consumption with an approximate 8× reduction compared to
prior state-of-the-art TCXOs, while maintaining an accuracy
within ±5 ppm across temperature. If the proposed work uses
inexpensive process such as 180 nm which is used in other
previous works, power consumption will increase by about
1.3 times due to the increase in supply voltage.

VI. CONCLUSION

In this article, the lowest power 32.768-kHz TCXO with a
pulse-injection XO driver was presented. The proposed TCXO
achieves an accuracy of ±4.2 ppm from −20 ◦C to 85 ◦C
with three-point trimming and an Allan deviation floor of
34 ppb while consuming 43 nW at room temperature which is
8× lower than the prior work. Temperature compensation is
achieved with a single-bit switched CL which is modulated by
a 1st-order ��M. To reduce the cost, complexity and power
consumption, the ��M digitizes a PWL approximation of μ
required to make XO frequency constant over temperature.
The correct PWL segment for the temperature is selected by
a coarse dual-slope-based temperature sensor. For high-energy
efficiency of the XO, a pulsed-injection XO driver is imple-
mented, which was designed to accommodate the differing
amplitudes of the two states of CL .

Authorized licensed use limited to: University of Michigan Library. Downloaded on February 14,2024 at 18:29:17 UTC from IEEE Xplore.  Restrictions apply. 



PARK et al.: 43 nW, 32 kHz, ±4.2 ppm PIECEWISE LINEAR TEMPERATURE COMPENSATED CRYSTAL OSCILLATOR 1185

REFERENCES

[1] L. Xu, T. Jang, J. Lim, K. Choo, D. Blaauw, and D. Sylvester,
“A 0.51 nW 32 kHz crystal oscillator achieving 2ppb Allan devia-
tion floor using high-energy-to-noise-ratio pulse injection,” in IEEE
Int. Solid-State Circuits Conf. (ISSCC) Dig. Tech. Papers, Feb. 2020,
pp. 62–63.

[2] D. Yoon, T. Jang, D. Sylvester, and D. Blaauw, “A 5.58 nW crystal
oscillator using pulsed driver for real-time clocks,” IEEE J. Solid-State
Circuits, vol. 51, no. 2, pp. 509–522, Feb. 2016.

[3] K.-M. Kim, S. Kim, K.-S. Choi, H. Jung, J. Ko, and S.-G. Lee,
“A sub-nW single-supply 32-kHz sub-harmonic pulse injection crystal
oscillator,” IEEE J. Solid-State Circuits, vol. 56, no. 6, pp. 1849–1858,
Jun. 2021.

[4] K.-J. Hsiao, “A 1.89 nW/0.15 V self-charged XO for real-time clock
generation,” in IEEE Int. Solid-State Circuits Conf. (ISSCC) Dig. Tech.
Papers, Feb. 2014, pp. 298–299.

[5] S. Park, J.-H. Seol, L. Xu, D. Sylvester, and D. Blaauw, “A 43 nW
32 kHz pulsed injection TCXO with 4.2ppm accuracy using ��
modulated load capacitance,” in Proc. Symp. VLSI Circuits, Jun. 2021,
pp. 1–2.

[6] A. Shrivastava, D. A. Kamakshi, and B. H. Calhoun, “A 1.5 nW,
32.768 kHz XTAL oscillator operational from a 0.3 V sup-
ply,” IEEE J. Solid-State Circuits, vol. 51, no. 3, pp. 686–696,
Mar. 2016.

[7] S. Zaliasl et al., “A 3 ppm 1.5×0.8 mm2 1.0 μA 32.768 kHz
MEMS-based oscillator,” IEEE J. Solid-State Circuits, vol. 50, no. 1,
pp. 291–302, Jan. 2015.

[8] P. Park, D. Ruffieux, and K. A. A. Makinwa, “A thermistor-based
temperature sensor for a real-time clock with 2 ppm frequency sta-
bility,” IEEE J. Solid-State Circuits, vol. 50, no. 7, pp. 1571–1580,
Jul. 2015.

[9] J. Gronicz, M. Pulkkinen, M. Ÿucetaş, and K. Halonen, “A 2 μA
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