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Abstract— In this article, we present an ultra-low-power
multi-modal signal processing system on chip (SoC) [audio
and image multi-modal intelligence (AIMMI)] that integrates
a versatile deep neural network (DNN) engine with audio and
image signal processing accelerators for multi-modal Internet-of-
Things (IoT) intelligence. In order to get high energy efficiency
under resource-constrained IoT scenarios, AIMMI features three
efficiency-boosting techniques: 1) 2-MB on-chip non-volatile
magnetoresistive RAM (MRAM) to store all DNN weights
with MRAM-cache microarchitecture that incorporates dynamic
power gating to reduce both leakage and dynamic power con-
sumption; 2) a deliberate power management scheme that enables
optimized power modes under different operating situations; and
3) a novel reconfigurable neural engine (NE) with energy-efficient
dataflow for comprehensive DNN instructions. Fabricated in
TSMC 22-nm ultra-low leakage (ULL) technology with MRAM,
AIMMI achieves up to 3–10-TOPS/W peak energy efficiency
and consumes only 0.25–3.84 mW. It demonstrates convolutional
neural network (CNN), generative adversarial network (GAN),
and back-propagation (BP) operations on a single accelerator
SoC for multi-modal fusion, outperforming state-of-the-art DNN
processors by 1.4×–4.5× in energy efficiency.

Index Terms— Machine learning, non-volatile memory, signal
processing, system-on-chip (SoC), ultra-low power.

I. INTRODUCTION

IN RECENT years, the Internet of Things (IoT) has become
increasingly prevalent, with widespread applications
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including smartphones, voice assistants, smart surveillance,
robotics, and more. Image and audio signal processing has
emerged as essential components within these applications,
attracting significant interest. As deep neural networks (DNNs)
gain popularity, DNN-based image and audio processing has
become integral to intelligent IoT systems [1], [2], [3],
[4], [5]. However, the majority of current energy-/power-
constrained IoT devices primarily perform relatively simple
tasks such as image white balancing or audio denoising.
Computationally intensive DNN-based analysis typically
occurs in the cloud [6], [7], [8]. This conventional processing
flow [see Fig. 1 (top)] not only demands high data transmission
bandwidth for (raw) data but also suffers from high energy
consumption and weak privacy protection for wireless data
offloading.

To address these challenges, smart image and audio sensors
have been proposed to reduce data transmission bandwidth
by performing simple pre-processing tasks such as motion
detection [9] for images and voice activity detection (VAD)
[10] for audio signals. This approach ensures that only
relevant data are transmitted and analyzed, reducing overall
latency and power consumption. However, in-sensor/near-
sensor pre-processing is limited in its ability to execute
complex DNN-based algorithms due to the fixed sensor
circuit structure and computing limitations [11], [12], [13],
[14], [15]. Consequently, we aim to develop a fully-at-
edge processing flow [see Fig. 1 (bottom)] by constructing
an intelligent processor capable of end-to-end DNN-based
analysis entirely at the IoT edge. Ultimately, only a small
quantity of useful, encrypted information is sent to the
cloud for further processing, resulting in reduced transmission
bandwidth requirements, lower energy consumption, and
enhanced privacy protection.

In recent years, there has been a significant surge in
the development of low-power intelligent edge processors.
These processors are particularly aimed at enhancing image
and audio applications through edge computing. For image
applications, An et al. [1] introduced an ultra-low-power
vision processor capable of performing tasks such as person
detection, face detection (FD), and face recognition (FR),
operating at 170 µW. However, this processor has a limitation
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Fig. 1. Traditional signal processing flow versus fully-at-edge signal
processing flow.

in its processing speed, which is only at 0.2 frames/s. A prior
work [3] developed a sub-mW edge processor tailored for face
analysis. This processor utilizes a binary decision tree (BDT)
for FD and a convolutional neural network (CNN) for FR.
However, it lacks an image pre-processing interface, which
constrains its application in various scenarios. In the domain
of audio processing, the design in [16] shows a 141-µW
edge processing with VAD and speech recognition. This
processor, however, is limited to supporting only binary neural
networks, which hinders its effectiveness in more complex
scenarios, such as audio compression (AC). In addition,
Giraldo et al. [4] show a 10-µW audio processor designed
for keyword spotting and speaker verification. However, only
long short-term memory (LSTM)-like neural network structure
is supported, which lacks the programmability for the users.

Unlike most aforementioned edge signal processors, which
are limited to handling a single type of signal [1], [2], [3], [4],
our smart IoT processor is capable of simultaneously receiving
and processing both image and audio data. This enables
multi-modal signal fusion for enhanced scene understanding.
Fig. 2 presents our multi-modal processing system on chip
(SoC) [audio and image multi-modal intelligence (AIMMI)]
alongside its supported applications and algorithms. Designed
for resource-constrained IoT scenarios, AIMMI features µW-
level stand-by (STB) power and mW-level active power
consumption while achieving state-of-the-art energy efficiency.
The design details and techniques are elaborated on in
Sections III and IV of this article.

This article is organized as follows. Section II provides an
overview of the AIMMI SoC, including its working scenario,
supported applications, and supported algorithms. Section III
presents the SoC design architecture. Section IV introduces
three main novel techniques employed in the AIMMI SoC
to enhance the system energy efficiency, while Section V
discusses the real chip measurement results and compares
them with state-of-the-art processors. Finally, Section VI
concludes this article.

II. APPLICATION OVERVIEW

The AIMMI SoC can simultaneously receive 12-b per
pixel video graphics array (VGA) images and 8-kHz 8-b per
sample audio signals using dedicated interfaces, as illustrated
in Fig. 2(a). The SoC primarily comprises an audio and
image interface for signal fetching and pre-processing, a neural
engine (NE) with a magnetoresistive RAM (MRAM) macro

Fig. 2. (a) Multi-modal signal processing SoC overview. (b) Supported
applications by AIMMI: image applications, audio applications, and
cross-modal applications. (c) Supported neural network algorithms, including
CNN, FC, GAN, and their BPs.

for intelligent signal post-processing, an H.264 engine for
image compression, and other auxiliary units for system and
power control. The detailed architecture will be explained in
Section III. Owing to this structure, the SoC can perform
image- or audio-only applications, as well as (conditionally)
execute image-audio fusion applications to further enhance
detection and recognition credibility, as shown in Fig. 2(b).

For image applications, the image interface first stores a
reference frame in JPEG compressed format and performs
change detection by comparing the current frame with the
reference frame to identify altered image parts. Once the
changed region is detected, the neural network-based FD and
FR are executed in the NE. In addition, the NE can support on-
chip re-training to improve accuracy as more data and labels
are obtained.

For audio applications, the audio interface features hardware
support for efficiently computing fast Fourier transform
(FFT)/Mel-spectrum to obtain the audio’s frequency domain
information. Utilizing the spectrum, the NE can perform
keyword spotting. Another audio application supported by
AIMMI is back-propagation GAN (BPGAN)-based AC, which
employs a similar algorithm to BPGAN [17] using generative
adversarial network (GAN) and back-propagation (BP) to
compress audio sequences. Initially, the original signal passes
through the GAN encoder to obtain a compressed latent vector.
This latent vector is then fed through the GAN decoder to
produce the reconstructed signal. Comparing the original and
reconstructed signals yields a loss, which allows BP through
the GAN decoder to optimize the compressed latent vector.
Consequently, only the compressed latent vector is updated via
BP without altering any weights in the GAN decoder. After
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several iterations, a better compressed latent vector is obtained
for storage and transmission. The compression ratio can reach
up to 32× on 8-kHz, 8-bit audio sequences with negligible
audio quality loss.

For audio–image cross-modal fusion applications,
we demonstrate cross-modal verification (CMV) by
considering both human face and voice, modifying the
algorithm from [18] to detect if the sound and face are
matched. The audio spectrum and face image pass through
two separate CNNs, and the contrastive loss between the
two feature vectors indicates whether the face and audio
match. Moreover, active speaker detection [19] can identify
the speaker using several face image frames when more than
one person is present. In our implementation, all three types
of applications are evaluated in a person-of-interest (PoI)
identification scenario, which will be presented in Section V.

To support various NN-based applications ranging from
detection and recognition to signal compression, the NE
accommodates different types of DNN operations, as depicted
in Fig. 2(c). First, it supports various CNN model structures
with reconfigurable channel sizes and kernel dimensions.
In addition to conventional operations such as convolution
(CONV), fully connected (FC), pooling, and nonlinear func-
tions, the AIMMI NE can perform element-wise operations for
ResNet [20], depth-wise separable CONV for MobileNet [21],
and FC weight updates for on-chip training. A typical GAN
structure involves a CNN-based encoder and a decoder that
requires deconvolution (DECONV). The AIMMI NE supports
a dedicated instruction to efficiently perform DECONV
operations by skipping zero multiplications. For BPGAN, all
operations related to BP are supported in the AIMMI NE.
Our configurable NE employs dedicated efficient dataflows for
different NN operations, as detailed in Section IV.

III. ARCHITECTURE

Fig. 3 shows the overall SoC architecture. All sub-
blocks communicate with each other using an advanced
high performance bus (AHB). The Cortex-M0 is used
as a central controller to program and launch different
accelerators and to perform data pre-processing such as
image resizing and interpolation. The instructions and data
of Cortex-M0 are stored in the 64-kB M0 memory. There
are four main accelerators (functional blocks: the audio
interface is for audio sequence stream-in and spectrum
generation). The image interface is for image frame stream-
in, change detection, white balancing, and JPEG compression.
The NE enables efficient DNN-based signal post-processing
and on-chip learning. The H.264 engine is used for
customized H.264 intra-frame compression on an arbitrary
(non-rectangular) shaped region-of-interest (RoI) of images.
After the signal processing, useful data are extracted and sent
out through the flash interface and stored in off-chip flash
memories. For the power supply, we use different voltages
for logics (VDD_LOGIC, 0.44–1.0 V), static random-access
memory (SRAM)/MRAM core (VDD_CORE, 0.6–1.0 V),
and MRAM IO (VDIO_MRAM, 1.8–3.3 V). The design
details of every block and power domain are illustrated in
Sections III-A–III-C.

A. Neural Engine
The NE is a programmable DNN accelerator that supports

various operations including (depth-wise) CONV, DECONV,
FC, BP, and so on. In this section, we introduce NE
architecture from three perspectives: computation architecture,
memory architecture, and instruction architecture.

1) NE Computation Architecture: The NE supports DNN
weights both in uncompressed (8 b/weight) and Huffman-
compressed (around 2 b/weight) formats [22]. When uncom-
pressed, weights are directly read from the weight cache (WC)
SRAM and stored in the row buffer during computation.
For the compressed weights, the Huffman decoder decodes
the compressed weight on the fly when loaded from the
memory without stalling the computation. The decision to
utilize 8-bit precision for both weights and activations in neural
networks is primarily driven by the empirical evidence that
suggests a negligible loss in accuracy when these networks are
quantized to 8-bit representations [23]. The main computation
unit is an 8 × 8 × 8 processing element (PE, each with an
8-bit multiply accumulate (MAC) unit) array, which enables
activation and weight reuse via inter-PE connections. The
detailed dataflow is explained in Section IV. There are two
types of PEs: the top 1 × 8 × 8 PEs are multi-functional
PEs (MPEs) that support both MAC and max/average pooling
operations. Since the data reuse rate of pooling is less
than CONV, the rest of 7 × 8 × 8 PEs only support MAC
operation for saving logic complexity. The non-linear unit
is responsible for supporting non-linear functions in forward
inference and BP operations including rectified linear unit
(ReLU), Sigmoid, and Tanh in a single-instruction-multiple-
data (SIMD) way. The bias unit is for bias addition, where
the bias values are read from the bias memory. The batch-
normalization (BN) unit performs BN with pre-calculated
matrix mean, variance, and coefficients.

2) NE Memory Architecture: The NE incorporates a 2-MB
MRAM macro for the on-chip weight storage and a 1.5-MB
multi-bank SRAM activation memory to store all activa-
tions/feature maps for BP. For simpler applications such as FR
and keyword spotting with low memory footprints requiring
only partial activation memory, unused SRAM banks are
power-gated to reduce leakage power. The MRAM macro
is paired with an MRAM cache implemented with SRAMs,
enabling a dynamic power-gating scheme (details provided
in Section IV). In addition, ping-pong memory structures
for local memory and row/col buffers facilitate non-blocking
pipelining between data movement and computation, thereby
increasing PE utilization.

3) NE ISA: As shown in Fig. 2, the NE supports various
neural network layers. Consequently, we designed a custom
complex instruction set computer (CISC) architecture depicted
in Fig. 4 to include different NN operations. The NE instruc-
tion set architecture (ISA) encompasses both forward propaga-
tion and backward propagation for CONV, depth-wise CONV
(DWCONV), FC layer [dense fully connected (DFC)], pooling
(POOL), element-wise operations (ELEMENT), non-linear
functions (NONLINEAR), and DECONV. It also features
data movement instructions, such as moving activations from
activation memory to local memory (MOV), loading Huffman
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Fig. 3. Multi-modal processing SoC architecture overview.

Fig. 4. NE ISA.

tables for weight decompression (LD_HUFF), loading weights
(including bias) from MRAM to WC (LD_WEIGHT), and
loading bias from WC to bias memory (LD_BIAS). Each
NE CISC instruction is 214-bit long and includes an
instruction/operation ID and control fields, such as kernel
size, input/output channel size stride, row/column/channel
starting/ending point, and write-back address.

To control the NE independently without the direct
involvement of the Cortex-M0 core, we designed a lightweight
NE control unit (NCU) to fetch and decode instructions
from the NE instruction memory. The NCU has its own
reduced instruction set computer (RISC)-like instructions [see
Fig. 4 (right)], including arithmetic, branch, for-loop, and other
control flow-related instructions that simplify the control and
reduce the total number of instructions. Each NCU instruction
is 31-bit long, and therefore, each 256-bit memory word can
store up to eight NCU RISC instructions. Algorithm 1 presents
an example NCU program to execute a CONV layer. Based
on our MAC array architecture, a single CONV instruction
can generate a maximum output feature map size of 8 × 8 ×

[number of output channels (OCs)]. To support a larger
feature map, for-loop can be used to run multiple CONV
instructions. Our custom assembler converts an assembly code
(e.g., Algorithm 1) to executable bitstreams, which are stored
in the NE instruction memory. The Cortex-M0 and the NCU
are used for control purposes rather than computation. All
neural network-based computations are performed in the NE’s
PE array. As shown in Fig. 5, the control overhead is minimal
and has negligible impact on the utilization of the NE.

B. Audio Interface

The audio interface (see Fig. 3, blue block) performs
audio feature extraction to generate FFT/Mel-spectrum for
different audio applications. The input audio sequence is
8 kHz, and incoming samples are divided into 256-sample
(32 ms) long windows/frames. The ping-pong frame buffers
enable continuous processing of the audio and also enable half-
window overlapping between two consecutive windows. After
framing, Radix-2 FFT is executed on each 256-point audio
window. Since the on-the-fly Mel-spectrum generation only
requires less than 16-ms latency (16k cycles with 1 MHz)
for each audio window, we only use one arithmetic unit to
perform all butterfly calculations to save area and power.
This approach requires 2048 cycles for one 256-point FFT
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Algorithm 1 NE Code Example for CONV
1: procedure CONVOLUTION LAYER
2: #Load weights from MRAM to weight cache
3: LD_WEIGHT(addr_MRAM, addr_WeightCache, . . . )
4: convolution_loop:
5: #Load activation from activation memory to local

memory. Then do convolution.
6: MOV(row, col, addr_ActMem, addr_LocalMem, . . . )
7: CONV(row, col, channel, kernel_size, stride, . . . )
8: #Register control in NCU for for-loop
9: NCU_ADDI, row, block_size

10: NCU_BLT row, row_size, convolution_loop
11: NCU_MOVI, row, initial_row
12: NCU_ADDI, col, block_size
13: NCU_BLT col, col_size, convolution_loop
14: NCU_MOVI, col, initial_col

Fig. 5. Area and power consumption breakdown (in average) of AIMMI
processor. The area breakdown is based on the layout of the SoC, and the
power consumption breakdown is based on post-P&R simulation results.

calculation. Each FFT coefficient is 18 bits (9 bits for each
real and imaginary part), and we implement a 1.5-kB dual-port
FFT memory to store the intermediate and final results. Mel
filtering is a simple multiply-accumulation operation, and our
mel filter implementation can support 32 or 64 mel channels
for different accuracy requirements. Finally, the mel-filtered
results go through a log-2 power-to-dB unit producing the mel
spectrum results that are stored in an 8-kB ping-pong memory
for the subsequent NN processing.

C. Image Interface, H.264 Engine, and Flash Interface

In this work, we adopt the same architecture of the image
interface and H.264 engine employed in [1]. The image
interface features a change detection and on-the-fly JPEG
compressed-memory [1] to temporarily store VGA frames
in a compressed format. Only the change-detected macro-
blocks are stored and processed as RoIs. The H.264 engine
performs image compression [1] on non-rectangular RoIs for
compact storage in on-/off-chip memory. The flash interface is
for storing final processed results, such as compressed audio
vectors, to off-chip flash memories rather than for storing
the weights of the DNN algorithms. All the weights and
intermediate activations required for the DNN processing are
stored on-chip.

IV. ENERGY EFFICIENCY-BOOSTING TECHNIQUES

Since the SoC is specifically designed for edge IoT
applications, improving energy efficiency is our primary

goal. We implement three system energy efficiency-boosting
techniques in the proposed SoC. The first is an optimized
memory architecture using MRAM, the second is the multi-
mode system-level power management scheme, and the last is
the energy-efficient dataflow for the NE.

A. MRAM in Low-Power System

1) MRAM Challenges and Opportunities: A non-volatile
memory such as MRAM has become a promising candidate
for the on-chip weight storage memory of neural network-
based IoT devices for its high density and non-volatility.
It eliminates the need to reload data from off-chip after
the chip is powered-up. Compared to other embedded non-
volatile memories [such as resistive random-access memory
(RRAM)], MRAM offers distinct advantages, including longer
endurance and lower read-out, as well as STB power [24],
[25]. These attributes make MRAM a more suitable choice
for our weight memory needs in various applications. The
embedded MRAM used in our system is a foundry-provided
proprietary IP with a total of 2-MB capacity, fabricated
using a 22-nm ultra-low leakage (ULL) logic process. This
MRAM demonstrates a read speed with an access time of
10 ns and a read power of 0.8 µA/MHz/bit. Moreover, the
MRAM macro is characterized by a write endurance of 100k
cycles and a data retention period of up to ten years [25].
Recently, several SoCs implemented embedded MRAM as

the instruction/data memory, demonstrating its advantage as
a non-volatile on-chip memory [26], [27], [28], [29], [30],
[31]. However, from the energy perspective in resource-
constrained IoT scenarios, MRAM-based memory system
optimization is still understudied. First, MRAM features a
very high write power (around 700 pJ/bit) and a slow write
speed (1.5 kByte/ms) [25]. Therefore, MRAM in our system
is used as NE weight memory for read-only operations
during chip processing after one-time programming. Another
main issue is that MRAM exhibits significant leakage power
when it stores all weights on the chip for IoT devices.
Fig. 6 illustrates a simulation comparison between SRAM
and MRAM of equivalent sizes in the context of an NE
weight memory. In this simulation, it is assumed that the
NE performs CONV with its active time accounting for 20%
of the total simulation time. Initially, we employed always-
on (AO) 2-MB SRAM as the weight memory, which led
to substantial leakage, resulting in an average total power
exceeding 800 µW. To counteract the elevated leakage power,
power gating the SRAM when the NE is idle was considered.
However, this strategy has its pitfalls as reactivating the SRAM
necessitates reloading weights from an off-chip memory such
as DRAM, thereby incurring significant energy costs due to
off-chip data transactions. One possible solution is substituting
SRAM with MRAM, but this approach presents complications,
primarily a heightened dynamic readout power and significant
leakage power. Therefore, maintaining MRAM in an AO
state fails to offer energy savings as shown in the third
case in Fig. 6. To address these concerns, we propose an
MRAM-cache architecture with dynamic power gating that
effectively reduces both leakage and dynamic power. A more

Authorized licensed use limited to: University of Michigan Library. Downloaded on January 28,2025 at 18:09:21 UTC from IEEE Xplore.  Restrictions apply. 



FAN et al.: AIMMI: AUDIO AND IMAGE MULTI-MODAL INTELLIGENCE VIA A LOW-POWER SoC 3493

Fig. 6. SRAM and MRAM average power comparison in NE weight memory
under different design settings.

detailed explanation of this proposed design will follow in
Sections IV-A2 and IV-A3.

2) MRAM-Cache Architecture and Dynamic Power Gating:
To address the aforementioned MRAM-related challenges,
our SoC employs an MRAM-cache architecture and dynamic
power-gating scheme depicted in Fig. 7. Given that 2-MB
MRAM exhibits a relatively higher dynamic read power
compared to SRAM, our design strategy ensures weights are
not directly read from MRAM but rather from a smaller 32-kB
SRAM WC, as illustrated in Fig. 7(a). This methodology
capitalizes on the weight reuse characteristics inherent in DNN
algorithms, enabling a weight fetched once from MRAM to
be utilized (read) multiple times from the WC. The size of
the WC is determined based on the layer structures of the
neural network, as detailed in Table I. Opting for a smaller WC
size would yield benefits in terms of reduced read-out power.
However, its limited capacity would require more frequent
access to the MRAM for weight reloading, consequently
increasing the overall power consumption. Conversely, a larger
cache size could decrease the number of MRAM accesses, but
this comes with a trade-off of higher read-out and leakage
power. After careful consideration, a 32-kB WC size was
chosen. This size strikes a balance between low read-out
power and overall system leakage power while still being
capable of storing an entire layer of neural network weights.
Thanks to the regularity and determinism of weight access
in neural network processing, the required weights are fully
identified in advance of computation. The weight movement
instruction (LD_WEIGHT) can directly set start and end
MRAM addresses. Consequently, the hit rate of the WC is
100%. As depicted in Fig. 7(c), this architecture drastically
diminishes dynamic energy consumption.

Nevertheless, the significant leakage power associated with
MRAM remains unaddressed. To mitigate this, we exploit
the non-volatile nature of MRAM to implement a dynamic
power-gating scheme, allowing the MRAM to be power-gated
whenever it is advantageous to do so to reduce the overall
power consumption. Fig. 7(b) shows the instruction waveform,
power control signals, and measured MRAM transient current
using our dynamic power-gating scheme. Within this scheme,
MRAM is power-gated until the NE executes the weight
loading (LD_WEIGHT) instruction. During the LD_WEIGHT
operation, MRAM powers up and the weights are read and
loaded into the WC, a process that can be triggered during NE
instruction decoding in NCU. The measured MRAM VDIO

Fig. 7. MRAM-cache architecture and dynamic power-gating scheme.
(a) MRAM-cache architecture and dynamic power gating. (b) Control wave-
form and measured MRAM current. (c) MRAM-cache system normalized
performance (simulation).

current waveform reflects the entire MRAM-cache sequence.
During NN processing, weights are read from the WC (while
MRAM is in either sleep (SLP) or power down (PD) state),
thus decreasing memory readout power in comparison to direct
MRAM accesses. Based on realistic neural network execution
simulation, which is presented in Fig. 7(c), the combination
of weight caching and power gating results in a reduction of
weight readout power by 95.3%, with only a marginal increase
(4.3%) in operation time due to the latency in MRAM wake-up
and the overhead of cache loading time.

3) MRAM Power-Gating Mode Selection: The MRAM
macro offers various power-gating/saving modes, each with
distinct power-up energy and leakage power characteristics.
These are: 1) PD mode, where both the peripherals and
MRAM array are power-gated; 2) SLP mode, where only
the MRAM array is powered off while peripherals remain
on; and 3) STB mode, which involves no power gating. The
optimal power-gating mode selection is intended to minimize
the overall MRAM energy, accounting for both power-gating
leakage energy and power-up overhead energy, as depicted
in Fig. 8. The boundary decision diagram demonstrates that
the STB mode is never selected, as it exhibits higher energy
consumption even when no weight reuse occurs under our test
scenario. The choice between SLP or PD mode is contingent
upon the reuse factor of the cached weight. Our analysis
concludes that the PD mode is preferable when each cached
weight is reused for ≥353.4 MAC operations. Otherwise, the
SLP mode is advantageous due to its lower power-up energy
overhead, which offsets its higher leakage.

B. Overall Power Domain Design

Acknowledging the sparse nature of most events such
as an intruder detection by a security system as detailed
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Fig. 8. MRAM power-gating mode selection and boundary decision.

in [2], not all parts in the SoC need to be turned on
during processing. Therefore, we carefully designed the power
domains and power modes for the AIMMI SoC. Fig. 9
presents the SoC’s power domain design. It comprises three
different voltages: for logics (VDD_LOGIC, 0.44–1.0 V), for
the SRAM/MRAM core (VDD_CORE, 0.6–1.0 V), and for
MRAM IO (VDIO_MRAM, 1.8–3.3 V). The table in Fig. 9
provides an in-depth depiction of the power domain and
power modes. The AO domain contains AO registers, a power-
gating controller, an interconnect bus to other chips, pads, and
headers. It exhibits only 0.46-µW leakage power consumption,
making it a desired mode for scenarios with extremely sparse
activation events. However, due to the power gating of SRAM,
the AO mode fails to preserve Cortex-M0 programs in the
SRAM, which need to be reloaded upon wake-up. For the
faster resumption of the Cortex-M0 programs, an SLP mode
has been implemented. This mode maintains power to the
logic and Cortex-M0 instruction SRAM, thus preserving the
initial data and instructions. In comparison to the working
mode where all SRAMs are active, SLP mode can curtail
STB leakage power by up to 81% (from 360 to 70 µW).
In the working mode, data SRAMs are powered on, while
the MRAM is predominantly power-gated to mitigate overall
leakage power, all the while preserving the NE weight data.
The MRAM is only activated (MRAM access mode) when
the NE requires weight transfer to the WC. When the MRAM
is active, the system’s maximum leakage power surges to
879 µW from 360 µW of the working mode. The increased
system power of 519 µW is primarily attributed to the MRAM
leakage power. Recognizing this issue, our MRAM-cache
architecture and dynamic power gating approaches focus on
reducing the duration for which the MRAM operates in this
high-power mode.

C. Efficient Dataflow in Neural Engine

1) Output Stationary Dataflow: Fig. 10 shows the energy-
efficient, computation-skipping dataflow scheme implemented
in NE for different instructions. The base dataflow is output
stationary, which is used in CONV, stride convolution, and
DWCONV, as shown in Fig. 10 (left). For our 8 × 8 × 8
PE array in NE, 64 input weights are shared within eight PEs

Fig. 9. System power domain design and power mode comparison. The
measured leakage power under nominal voltage settings (VDD_LOGIC =

0.6 V, VDD_CORE = 0.8 V, and VDIO_MRAM = 2.5 V) of different power
modes is shown in the table.

along PE array rows, and 64 input activations are shared within
eight PEs across the OCs direction. In one CONV kernel
computation (3 × 3 for example), the partial multiplication
output is stored in registers in each PE, and the partial result
of each PE is accumulated along the input channel direction.
Finally, 64 final CONV sums (in 8 × 8 × 8 PEs) are sent to
the accumulation memory in parallel.

2) Zero-Skipping Dataflow: It is discussed in [32] and [33]
that an output stationary dataflow designed for regular
CONV is inefficient for DECONV; hence, it requires a
modification for efficient DECONV execution. DECONV
primarily involves two steps: 1) zero-padding the input feature
map by inserting zeros in every other row and column and
2) performing a standard CONV with a stride of 1 on the
expanded feature map. As a result, numerous ineffective
computations are carried out due to the presence of zero
operands. Fortunately, zero computations have regular patterns
that provide an opportunity for us to skip those. Fig. 10
(mid) shows four different (zero) computation patterns. For
the first CONV (green), only A1, A2, B1, and B2 are non-
zero operands that contribute to the result. The following
CONV after sliding the kernel filter horizontally by one step
involves only two effective operands A2 and B2 and so on.
We observe that the CONV operations in the DECONV are
the repetition of those four computation patterns. Furthermore,
the non-zero weights of the kernel filter are exclusive among
these modes. Therefore, for DECONV, we implement a zero-
skipping dataflow that exploits the deterministic repetitive
pattern of zero padding/skipping to increase throughput by
4× by only computing non-zero values in each PE. Since the
stride CONV BP, S_CONV_BP, uses a similar computation
scheme (first zero-padding then normal CONV), we also use
the zero-skipping dataflow for executing S_CONV_BP.

3) Zero-Gating Dataflow: The ineffective zero multipli-
cation not only lies in DECONV but also happens in
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Fig. 10. Efficient NE dataflow for different neural network operations. Left: Base output stationary dataflow. Mid: Zero-skipping dataflow. Right: Zero-gating
dataflow.

ReLU-based BP operations. As shown in Fig. 10 (right),
the gradient in BP is zero when the related inference
activation is zero in the forward propagation (i.e., inference)
because of the element-wise multiplication with ReLU in
gradient calculation. During the inference in NE, the previous
inference results are all stored in the activation memory as
we designed the activation memory large enough for our
supported applications in Fig. 2. During BP and calculating
L − 1th layer’s gradient (A′L−1), the Lth layer’s gradient
(A′L ) is read out from local memory waiting for computation.
In the meantime, the stored L − 1th layer’s activation (AL−1)
is directly read out from activation memory for the gradient
computation. If zero is detected, the related PE column is set
to idle (inactive) and just bypasses zero to the accumulation
memory to save energy.

V. MEASUREMENT RESULTS

A. Chip Implementation

The AIMMI SoC is fabricated in a 22-nm ULL technology
incorporating MRAM, with a total area of 12 mm2. To quantify
the performance and efficiency scaling with the supply voltage,
we evaluated AIMMI using CONV operations to identify
the optimal energy efficiency point. Fig. 11 shows the
voltage–frequency–efficiency tradeoff of the chip for CONV
operations. The SoC attains peak energy efficiency at a
VDD_MAIN of 0.46 V and 1.2 MHz with a total system
power consumption of 387 µW. The minimum functional
VDD_MAIN is 0.44 V with the lowest power consumption
of 0.25 mW. The gray line in Fig. 11 represents the energy
efficiency of AIMMI without MRAM dynamic power gating,
illustrating that the proposed MRAM dynamic power gating
technique substantially enhances energy efficiency, particularly
at lower voltages, by reducing leakage significantly. The V –F
scaling curve is presented up to 10 MHz, as this range
primarily focuses on the analysis to find the energy-efficient
operating point, which is considerably slower than the highest
supported frequency of 70 MHz. Operating at frequencies

Fig. 11. Voltage–frequency–efficiency scaling for CONV.

lower than 10 MHz is sufficient for the intended applications,
which will be elaborated on in Fig. 12 in Section V-B.

Fig. 13 lists the peak energy efficiency for various
NN instructions. The peak energy efficiency is obtained
by measuring voltage–frequency scaling, as shown in
Fig. 11. For convolution/deconvolution/stride-convolution-
backpropagation (CONV/DECONV/S_CONV_BP), the
efficiencies are 3.1/10/10 TOPS/W, respectively. These
computation efficiency numbers include the energy related
to memory accesses. The DECONV and S_CONV_BP
efficiencies are higher due to the proposed zero-skipping
dataflow. For the DECONV operation, the activation sparsity
is 75% due to the zero insertion of the input feature map.
For the S_CONV_BP, the stride is 2, which also makes
the input activation sparsity 75%. CONV BP can achieve
3.7 TOPS/W utilizing the zero-gating dataflow. We assume
50% sparsity in the original inference activation due to
the ReLU function. DWCONV and fully connected layer
(FCL) exhibit lower efficiencies because of the limited data-
sharing/reuse opportunities resulting in only 1/8 utilization of
all available PEs in the PE array.

Fig. 14 shows the die photograph and specifications of the
AIMMI SoC. The total AIMMI area is 12 mm2 including
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Fig. 12. PoI tracking scenario and its measured transient power consumption.

Fig. 13. Peak energy efficiency of AIMMI for different instructions.

Fig. 14. Die photograph of AIMMI SoC and its characteristics.

4-MB on-chip memory, which is comprised of 1.98 MByte
of SRAM and 2 MByte of MRAM. The SRAM has a
sufficient storage capacity to accommodate all activations for
BP in the BPGAN algorithm under our target scenarios. With
the maximum voltage configuration, the chip can achieve a
processing frequency of up to 70 MHz, which is the maximum
MRAM frequency. The logic can go up to this frequency
by increasing supply voltage to 1.1 V. Power consumption
varies depending on the operational scenario reaching up to
10-TOPs/W peak system efficiency.

Fig. 5 shows the area and power breakdown for AIMMI.
The power breakdown varies under different working loads

and voltage selections. Thus, we use the average number to
plot the power breakdown in Fig. 5. Overall, the NE (with
MRAM) takes the largest portion of total area and power
consumption. The control overhead (Cortex M0 and so on)
only contains a small portion. The audio and image interfaces
consume approximately 15% of the total energy, representing
a relatively low overhead. Depending on application require-
ments, these interfaces can be managed off-chip.

B. System Evaluation on Real Scenarios

As depicted in Fig. 2, AIMMI supports different AI
applications from image- or audio-only inference to cross-
modal inference. Fig. 12 demonstrates a PoI tracking scenario
and chip performance for that cross-modal intelligence
scenario. In order to showcase real-time processing capabilities
while conserving energy, we configured the voltage settings as
follows: VDD_MAIN at 0.5 V, VDD_CORE at 0.6 V, and
VDIO_MRAM at 1.8 V. Under these conditions, the chip
runs at 2.5 MHz. We assume an external ultra-low-power
VAD chip such as [10] to detect human voice activities and
wake up our SoC from the low-power STB mode (75 µW) to
begin the audio feature extraction process. The overall power
consumption during this audio feature extraction phase is
210 µW. In parallel, change detection on the incoming image
frame is performed by the image interface in the SoC. Then,
the FD neural network is executed on the change detected
region of the image. Assuming that the change detected
region constitutes 12% of the entire VGA frame, the energy
consumption amounts to 299 µJ for FD. If no face is detected,
the system returns to the low-power STB mode waiting for the
next VAD trigger (off-chip).

In the event a face is detected, FR is subsequently
performed. If the recognized face is not the target PoI,
the system returns to STB mode. Otherwise, H.264 image
compression is applied to the change detected region
containing the face. The complete image processing sequence,
comprising FD, FR, and H.264 compression, takes less than
1 s. During this 1-s interval, the audio interface completes
Mel-spectrum feature extraction in parallel.

Using both the face image and audio Mel-spectrum features,
the SoC performs the CMV. If the face and voice do not
correspond to one another, indicating that the audio does not
belong to the PoI, the process is terminated. Conversely, if a
match is found, the BPGAN AC algorithm compresses the
audio sequence.

The number of parameters (after 8-bit quantization and
compression) is shown in Fig. 12 (top). AIMMI is designed
for resource-constrained edge IoT systems, where models are
usually tiny. In our applications, all weights are stored in
2-MB MRAM. Users can define their own models as well;
the proposed solution can still be useful for applications
that require large models when the system employs a
relatively small network with all on-chip parameters as a pre-
processing/wake-up step to enable larger network models only
when it is necessary based on the event detected by the all-
on-chip small network. This hierarchical intelligence approach
using the combination of small and larger models is also
discussed in [1]. Another way to benefit from our approach
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TABLE I
NETWORK STRUCTURES FOR DIFFERENT APPLICATIONS

is to employ a multi-chip solution as in [37], which can scale
the system by adding more chips.

Table I shows the layer-wise neural network model
structures for FD, FR, BPGAN-based AC, and CMV. OC,
input channel, kernel size, and stride size for each layer are
shown in Table I. We use the COCO2017 [34] dataset for
FD and FR, the TIMIT speech dataset [35] for AC, and the
VoxCeleb [36] dataset for CMV. Each model is quantized
to 8-bit weight and 8-bit activation, and the accuracy aligns
with the real chip test accuracy. All DNN weights for the
aforementioned steps (FD, FR, CMV, and AC) are stored in
the 2-MByte MRAM, while all activations are housed in the
1.5-MByte SRAM activation memory, eliminating the need for
off-chip access.

Fig. 12 (bottom) shows the energy consumption and latency
of each step in this process. We also show the layer-wise
measured performance result for the FR neural network in

TABLE II
LAYER-WISE MEASURED RESULT IN FR

TABLE III
COMPARISON WITH MRAM-BASED PROCESSORS

Table II. Each CONV layer contains a non-linear layer (ReLU)
and a max pooling layer. The “Input” and “Output” columns
in Table II show the feature map height, width, and channel
size. The (K, S, MP) column shows the kernel size (height and
width), stride size, and max pooling parameters. The efficiency
of the first convolutional layer, fifth CONV layer, and FC
layers is relatively lower due to the under-utilization of PE
arrays. In the first layer, the input channel is only 1 and the
fifth CONV layer has a feature map size of 2 × 2, which is
smaller than the PE array dimension (equal to 8). The fifth
CONV layer also includes the overhead of converting the
CONV feature map (2 × 2 × 128) to a (512-D) vector for
the subsequent FC layer. Hence, the efficiency of those layers
is relatively low. The efficiency of the other layers is closely
aligned with the observed peak performance, resulting in an
overall average power efficiency of 1.74 TOPs/W.

C. Comparison With MRAM-Based Processors

Table III shows the comparison with recent processors
that use MRAM. NV-MCU [30] and Vega [26] are general-
purpose processors utilizing MRAM as CPU instruction and
data caches. The incorporation of MRAM in these systems
enhances efficiency thanks to its non-volatile nature that
enables ultra-low AO power by power gating. In contrast
to these general-purpose processors, AIMMI is specifically
designed to integrate MRAM with an NE, employing MRAM
primarily for all-on-chip weight memory storage. This domain-
specific architecture allows AIMMI to achieve higher energy
efficiency, leveraging the unique strengths of MRAM in a more
focused application. Recently, Cai et al. [31] demonstrated
an MRAM-based compute-in-memory (CIM) macro design
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TABLE IV
PERFORMANCE COMPARISON WITH STATE-OF-THE-ART PROCESSORS

that combines MRAM cells with computation logic. The CIM
design can reduce overall energy consumption by eliminating
MRAM read-out power. Meanwhile, AIMMI also significantly
reduces the MRAM read-out power by the proposed MRAM-
cache architecture, which uses a small SRAM cache for weight
reuse. A notable drawback of the CIM design is its reduced
MRAM density, which is over ten times lower than that of
standard MRAM macros, compromising one of MRAM’s key
advantages.

D. Comparison With State-of-the-Art Processors

Table IV provides a detailed comparison between AIMMI
and other state-of-the-art processors. Unlike the image-only
processing SoC [1] and the audio-only processing SoC [4],
AIMMI stands as the first IoT edge processing SoC to
accommodate image, audio, and cross-modal applications on
a single chip. Furthermore, it supports the most versatile
set of operations such as CNN, FC, GAN, and BP. From a
memory standpoint, AIMMI integrates a 2-MByte non-volatile
MRAM. Compared to CHIMERA [37] and TinyVers [27],
which either integrates a 2-MByte non-volatile RRAM
and 0.5-MByte MRAM, AIMMI employs dynamic power
gating and an MRAM-cache micro-architecture to enhance
system energy efficiency. Exhibiting the largest total on-
chip memory capacity (1.98-MByte SRAM + 2-MByte
MRAM), AIMMI eliminates the need for off-chip memory
accesses, outperforming specialized accelerators such as super
resolution neural processing unit (SRNPU) [5] and generative
adversarial network processing unit (GANPU) [33], which
rely on double data rate (DDR) off-chip transactions due

to small on-chip memory. In terms of DNN execution,
AIMMI achieves lower power consumption and higher energy
efficiency.

VI. CONCLUSION

We introduce the AIMMI SoC in this article, an ultra-low-
power multi-modal signal processing solution designed for IoT
intelligence applications. It integrates a versatile DNN engine
with audio and image interface accelerators, efficiently man-
aging multi-modal data. Utilizing 2-MB MRAM for on-chip
storage, MRAM-cache, and dynamic power gating, AIMMI
achieves outstanding energy efficiency (3–10 TOPS/W) and
low power consumption (0.25–3.84 mW). As the first SoC
to demonstrate CNNs, GANs, and BP on a single ultra-low-
power accelerator, it outperforms existing low-power DNN
processors by 1.4–4.5 times in energy efficiency, setting a new
benchmark for multi-modal IoT devices.
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